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Abstract
Key time steps selection, i.e., selecting a subset of most representative time steps, is essential for effective and efficient scientific visualization of large time-varying volume data. In particular, as computer simulations continue to grow in size and complexity, they often generate output that exceeds both the available storage capacity and bandwidth for transferring results to storage, making it indispensable to save only a subset of time steps. At the same time, this subset must be chosen so that it is highly representative, to facilitate post-processing and reconstruction with high fidelity. The key time steps selection problem is especially challenging in the in situ setting, where we can only process data in one pass in an online streaming fashion, using a small amount of main memory and fast computation. In this paper, we formulate the problem as that of optimal piece-wise linear interpolation. We first apply a method from numerical linear algebra to compute linear interpolation solutions and their errors in an online streaming fashion. Using that method as a building block, we can obtain a global optimal solution for the piece-wise linear interpolation problem via a standard dynamic programming (DP) algorithm. However, this approach needs to process the time steps in multiple passes and is too slow for the in situ setting. To address this issue, we introduce a novel approximation algorithm, which processes time steps in one pass in an online streaming fashion, with very efficient computing time and main memory space both in theory and in practice. The algorithm is suitable for the in situ setting. Moreover, we prove that our algorithm, which is based on a greedy update rule, has strong theoretical guarantees on the approximation quality and the number of time steps stored. To the best of our knowledge, this is the first algorithm suitable for in situ key time steps selection with such theoretical guarantees, and is the main contribution of this paper. Experiments demonstrate the efficacy of our new techniques.
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1. Introduction
As data sizes continue to grow, scientific visualization of time-varying volume data remains a constant challenge. An essential research question toward this challenge is that of key time steps selection, which requires selecting a subset of most representative time steps from a time series of volumes. The selected subset of time steps can be considered a summary or succinct representation for the whole time series, enabling fast analysis and visualization of the time-varying dataset. Previously, most approaches for key time steps selection (e.g., [TLS12,FE17,ZC18,PXvO19]; see Sec. 2) are designed for the post-simulation setting, namely, after the simulation is done and the resulting data is stored. In this setting, a computationally expensive preprocessing phase is used to select key time steps, typically in multiple passes. Such time steps are then used in a run-time phase for efficient data exploration and visualization.

An even more pressing need, however, is to solve the key time steps selection problem in the in situ setting. This setting is motivated by the reality that current computer simulations often generate output that exceeds both the available storage capacity and bandwidth for transferring simulation output to storage. Accordingly, it becomes necessary to select key time steps on the fly, at the same time as time series data is generated. In particular, we must process the time-varying volume data in one pass in an online streaming fashion; moreover, we can only use a small amount of main memory and computation time. It is important to recognize that in situ key time steps selection is extremely challenging, especially if we hope to select a highly representative subset of time steps to facilitate post-processing and reconstruction with high fidelity. (In the in situ community, this is related to “triggers” (e.g., [KMLC20]): having an inspection routine that studies the current state of a simulation and decides whether or not to “fire”, which cues an additional action — visualization, analysis, or saving data to storage (“store”); the problem considers “store”).

In this paper, we take on this challenge, by developing a novel algorithm for key time steps selection that is suitable for the in situ setting. We adopt a common approach for formalizing the
key time steps selection problem via reconstruction error: a set of time steps is considered “good” or “representative” if they can be used to accurately reconstruct the entire time series of volume data [KMLC20, ZC18]. Accordingly, the task of optimal key time steps selection reduces to finding a set of time steps that are best able to reconstruct the time series. In a previous state-of-the-art approach [ZC18], the selected representative time steps are from the original data, and any skipped time steps are reconstructed from two consecutive selected time steps \(i\) and \(j\) by linear interpolation, with the goal of minimizing the total reconstruction error. In other words, selecting time steps corresponds to trying to “fit” the time series by a \(k\) piece-wise linear function (for a given integer \(k > 0\)) to minimize the total “fitting error”, with the restriction that the two endpoints of each of the \(k\) segments be from the original data. We thus call the problem restricted key time steps selection. We call the corresponding linear interpolation where the two endpoints are from the original data (e.g., time steps \(i\) and \(j\) above) the restricted linear interpolation. We can remove such restriction, however, and the problem becomes general key time steps selection, where the two endpoints of each segment can be anywhere (and similarly for linear interpolation by which we mean the unrestricted version from now on). Clearly, the optimal solution for the general problem has lower fitting error than that for the restricted problem, since the optimal solution for the latter is just a special-case solution for the general problem.

In this paper, we work on the general key time steps selection problem, by formulating it as that of optimal piece-wise linear least squares interpolation; this is exactly the same setting and error metric used in the previous in situ work [MLF+16]. We apply a method from the numerical linear algebra literature (e.g., [GLPW16, BDM’20]) to compute linear interpolation solutions and their errors in an online streaming fashion. Using this method as a building block, we can obtain a global optimal solution for the piece-wise linear interpolation problem via a standard dynamic programming (DP) algorithm. This approach improves over the current state of the art, which also uses a DP based solution to solve the restricted key time steps selection [ZC18], in running time and I/O cost, with similar reconstruction error (see Secs. 2, 3.3.2 and the experiments in Sec. 4 for details). However, our DP approach needs to process the time steps in multiple passes and is still too slow for the in situ setting. To address this issue, we introduce a novel greedy approximation algorithm, which processes time steps in one pass in an online streaming fashion, keeping only a \(O(1)\) time steps in main memory\(^\dagger\), with total computation time and I/O cost both linear in the time-varying data size — all being optimal. The algorithm is suitable for the in situ setting. Moreover, we prove that our algorithm has strong theoretical guarantees on the approximation quality and the number of time steps stored. To the best of our knowledge, this is the first algorithm suitable for in situ key time steps selection with such theoretical guarantees. Experiments demonstrate the efficacy of our new techniques.

\(\dagger\) This space complexity holds given knowledge of an optimal parameter for the algorithm. We remove that assumption in Sec. 3.4.2 with only a logarithmic increase in space complexity, which in practice is just a small constant (Sec. 4).

Contributions: The contributions of this paper are as follows.

(1) By formulating the general key time steps selection problem into that of optimal piece-wise linear interpolation and applying a method in numerical linear algebra, we obtain an online streaming approach for computing linear interpolation solutions and their errors, which is a building block of our DP and greedy approaches.

(2) Based on the building block of (1) and standard dynamic programming (DP), we obtain a global optimal solution for the general key time steps selection problem, which improves over the previous state-of-the-art DP method in [ZC18].

(3) We devise a novel greedy, online streaming algorithm for the general key time steps selection problem. It is very efficient in computing time and main memory usage, both in theory and in practice, and is the first algorithm suitable for in situ key time steps selection with strong theoretical guarantees on the approximation quality and the number of resulting segments. This is our main contribution.

2. Previous Work

A closely related problem in video processing is key frame selection from videos. In [LK02], a method based on dynamic programming is used to select key frames by maximizing an energy function. There are many other results in this rich literature, and we refer to [HXL’11, Section II.B] for an excellent survey. Another closely related problem is selecting visualization parameters such as viewpoint, lighting, and so on. The results along this line include [BS05, Gum02, LHV06, MAB’97, CM10]. There has also been work on isosurface-topology analysis for selecting critical isovalues and time steps [SB06, TFO09]. In addition, entropy-based information metrics have been used for isovalue selection [WLS13] and for streamline generation [XLS10]. See the book [CFV+16] for an extensive survey on information-theoretic visualization techniques. For research on in situ analysis and visualization, we refer to [BAA’16, HWG’20] and the references therein.

There are also a rich body of work on key time steps selection for time-varying volume data. One group of methods focuses on providing an overview of the data that allows a user to visually decide which time steps to select [WS09a, LS08, AM07, AFM06]. It is difficult to quantify the performance of such methods and they are of course labor intensive; automatic techniques are more desirable for large-scale data. In [AFM06], similar time steps are grouped using a greedy method and one time step is selected from each group. The approach in [WYM08] computes importance curves based on the mutual information between adjacent time steps, and selects those time steps that are most dissimilar from their predecessors. Other related methods include those based on the Time Activity Curve approach (TAC) [WFMF02, FMHC07, WS09a, WS09b, LS09b, LS09a] and the TransGraph [GW11]. In [FE17], a technique based on minimum-cost flow is given for adaptive time steps selection. The approach initially selects time steps from random samples of regular partitions of the whole time series, and progressively considers additional time steps by random importance sampling.

The methods mentioned so far for key time steps selection are all based on local considerations and have no optimality guarantees. Moreover, they are all for the restricted problem. Existing approaches that can produce globally optimal solutions are based
on dynamic programming (DP). The dynamic time warping (DTW) method [TLS12] is an in-core DP technique to solve the restricted problem optimally, where constant interpolation is used for construction. In [ZC18], the restricted problem is considered, where restricted linear interpolation is used for construction. In that work, an accurate DP method is given to produce optimal solutions. Then, since the computing time and I/O cost are both high, an approximate method based on multi-pass DP is devised, which achieves optimal I/O cost and a significant run-time speed-up, with the solution quality close to optimal in the experiments (but there is no theoretical bound on the approximation quality). The classical Bellman’s DP algorithm [Bel61] can also be used to find the optimal k-segmentation of a sequence minimizing the error of a piece-wise constant interpolation. As a comparison, our DP is standard and similar to those of [Bel61] and [ZC18] (the accurate one), but achieves improvements over the latter via a streaming method for linear interpolation. Comparing to the approximate method of [ZC18], our greedy approach runs significantly faster, has theoretical guarantees while performing well in practice, and is suitable for the in situ setting.

The methods discussed so far are for post-simulation. In contrast, the in situ community considers the problem as “triggers” in the in situ setting. Work on domain-specific triggers include [SBP’15]; see also references in [KMLC20]. For domain-agnostic triggers, the approaches typically use some metric to measure the variation between consecutive time steps, and make a “store” decision if the variation is high. In [YHSN19] Kernel Density Estimation (KDE) and Kullback-Leibler (KL) divergence are used, and in [LWM’18, KMLC20] entropy is used as the metric. Also, as mentioned before, [MLF+16] works on the general key time steps selection problem and uses the sum-of-squared errors as the error metric (exactly the same as ours); it gives a greedy algorithm to construct a sequential piece-wise linear regression model. However, it is not clear how the input parameters of the algorithm control the resulting error and the number of segments. In addition, like all in the in situ results above, the method does not come with theoretical guarantees. On the other hand, our greedy algorithm has theoretical guarantees on how the input parameters are related to the approximation quality and the number of resulting segments.

Similar guarantees can also be obtained via an existing coreset based approach for segmenting streaming data [FRVR14] from the machine learning literature. This approach provides a technique for our (general) problem and, in fact, was the starting point of our work. However, the method is complex, and has several limitations: (1) at a minimum the coreset approach needs \( O(k(\log T)/\epsilon^2) \) space to select \( k \) segments with solution quality \((1+\epsilon)\cdot\epsilon\). (2) in opt is the optimal error and \( T \) the number of time steps in the dataset; (2) to implement the method in an online streaming fashion (i.e., for the in situ setting) it must be combined with the high-overhead “merge-and-reduce” technique from the streaming algorithms literature [GIMS20, AHPV04], which adds an additional multiplicative \( \log^2(T) \) factor to the space complexity. On the contrary, our Basic Greedy method (Sec. 3.4.1) obtains roughly the same guarantees (see Corollary 3 for details), is easy to implement, and only keeps \( O(1) \) time steps in main memory, which is optimal. There has also been work on approximation algorithms for piece-wise linear \((\text{[ADLS16]})\) and polynomial \((\text{[LSX21]})\) regression in the non-streaming setting. However, it is not clear how to adapt these methods to our in situ setting.

Finally, a deep learning approach for key time steps selection for multivariate data is recently given in [PXvO’19].

### 3. Our Approach

Given a time-varying volume dataset of \( T \) time steps, each with data size \( N \) (i.e., the number of scalar values in the volume per time step), we formulate the (general) key time steps selection problem into that of optimal piece-wise linear interpolation with \( k \leq T \) pieces: partition the \( T \) time steps into \( k \) ranges where for each range we perform linear least squares interpolation, such that the total interpolation error from all ranges is minimized. Each of the \( k \) ranges is also called a “segment” since we use the linear interpolation result, a line segment, to reconstruct any time step within the range.

We first present technical preliminaries from linear algebra in Sec. 3.1. Note that although we use matrices to represent our data, which would have prohibitively high dimensions given our typical volume-data sizes, we actually only maintain these matrices implicitly and are able to perform matrix operations in an online streaming fashion, keeping only \( O(1) \) time steps (i.e., \( O(1) \) volumes) in main memory. Such a streaming method for linear least squares interpolation is a key building block in our methods, and is described in Sec. 3.2. We then present our dynamic programming and greedy approaches in Secs. 3.3 and 3.4, respectively.

#### 3.1. Technical Preliminaries

**Linear Algebra Notation.** We use \( \mathbb{R}^N \) to denote the set of real-valued length \( N \) vectors, and \( \mathbb{R}^{M \times N} \) to denote the set of real-valued \( M \times N \) matrices. For a vector \( x \), \( x_i \) denotes the \( i \)th entry and for a matrix \( X \), \( x_{ij} \) denotes the entry in the \( i \)th row and \( j \)th column. Let \( X_i \) denote the \( i \)th row of \( X \) and let \( X_j \) denote the \( j \)th column of \( X \). For a vector \( x \in \mathbb{R}^N \), let \( \|x\|_2 \) denote the standard Euclidean norm \( \sqrt{\sum_{i=1}^N x_i^2} \) and for a matrix \( X \in \mathbb{R}^{M \times N} \), let \( \|X\|_F \) denote the Frobenius norm \( \|X\|_F = \sqrt{\sum_{i=1}^M \sum_{j=1}^N X_{ij}^2} \). We let \( \mathbb{R}_+^N \) and \( \mathbb{R}_0^N \) denote \( N \)-dimensional vectors containing all ones and all zeros, respectively. For a vector \( x \) or matrix \( X \), we let \( x' \) and \( X' \) denote the transpose\(^\dagger\). For an invertible square matrix \( X \), we let \( X^{-1} \) denote the inverse.

**Other Notation.** As is standard, we let \( [a,b] \) denote a (closed) interval on the real line, which contains points \( t \) with \( a \leq t \leq b \). We let \( (a,b) \) denote the open interval containing points \( t \) with \( a < t < b \), and e.g. \([a,b)\) denote the interval containing points \( t \) with \( a \leq t < b \).

**Least Squares Interpolation.** Consider equally spaced integer time steps \([1, \ldots, T]\). Our methods apply unmodified to unequally spaced time steps (e.g., \([1, 4, 5, 13, \ldots]\)), but we assume equal spacing to simplify notation. Given \( T \) data values that change over time, which can be represented in a vector \( y \in \mathbb{R}^T \), the linear least squares interpolation problem is to find \( m^*, b^* \in \mathbb{R} \) which minimize the sum-of-squares error, \( m^*, b^* = \arg \min_{m,b} \sum_{i=1}^T (m\cdot i + b - y_i)^2 \). This problem generalizes to vector-value data, like \( N \)-dimensional volumes.

\(^\dagger\) Another standard notation is to use \( x' \) and \( X' \) for transpose. We use \( x \) and \( X \) instead because we already use \( T \) for the total number of time steps.
In this case, we have a data matrix \( Y \in \mathbb{R}^{T \times N} \), where every row \( Y_t \) is an \( N \)-dimensional vector, representing the \( N \)-dimensional volume data at the \( t \)-th time step. The least squares interpolation problem is to find \( m^*, b^* \in \mathbb{R}^N \) satisfying:

\[
m^*, b^* = \arg\min_{m,b} \sum_{i=1}^T \| m \cdot i + b - Y_i \|^2_2 = \arg\min_{m,b} \|AZ - Y\|^2_F, \tag{1}
\]

where \( A \) is a \( T \times 2 \) matrix with its first column equal to \( t = [1, \ldots, T] \) and its second column equal to \( 1^T \), and \( Z \) is a \( 2 \times N \) matrix with its first row equal to \( m \) and its second row equal to \( b \). Note that

\[
\sum_{i=1}^T (m \cdot i + b - Y_i)^2 = \sum_{i=1}^T \sum_{j=1}^N (m_j \cdot i + b_j - Y_{ij})^2, \tag{2}
\]

so solving Eq. (1) is equivalent to solving \( N \) independent one dimensional linear interpolation problems, one for each data dimension. Let \( \text{Err}^* \) denote the optimal interpolation error \( \text{Err}^* = \min_{m,b} \|AZ - Y\|^2_F \).

Recalling that \( t = [1, \ldots, T] \), we use the notation:

\[
[m^*, b^*, \text{Err}^*] = \text{BestLinearFit}(t, Y). \tag{3}
\]

Our main methods for fitting piece-wise linear functions require a black-box access to an implementation of a BestLinearFit() function that returns the optimal parameters and squared error for a given data set. Since the least squares interpolation problem is a special case of a two-dimensional linear least squares regression, such a function can be implemented using the well known closed form solution (see e.g. [Str16]). We express that solution in matrix notation below.

**Fact 1 (Linear Least Squares Interpolation Solution).** Consider time steps \( 1, \ldots, T \) and data matrix \( Y \in \mathbb{R}^{T \times N} \). Let \( A \in \mathbb{R}^{T \times 2} \) have its first column equal to \( t = [1, \ldots, T] \) and second column equal to \( 1^T \). The optimal solution to Eq. (1) satisfies:

\[
[m^*, b^*] = Z^* = (A^T A)^{-1} A^T Y. \tag{4}
\]

Specifically, the result of \((A^T A)^{-1} A^T Y\) is a \( 2 \times N \) matrix, and the optimal \( m^* \) is its first row, while the optimal \( b^* \) is its second row.

We formulate the key time steps selection problem by approximating our time series with a sequence of \( k \) linear interpolants, i.e., a piece-wise linear function. An example of such a function with \( k = 5 \) pieces is shown in Fig. 1, and the formal definition is below:

**Definition 1 (Piece-wise Linear Interpolation function).** Consider time points \( 1, \ldots, T \). A piece-wise linear function \( F : \{1, \ldots, T\} \to \mathbb{R}^N \) with \( k \) pieces maps these points to \( N \) dimensional vectors. \( F \) is defined by a set \( \mathcal{F}_k \) of \( k \) tuples:

\[
\mathcal{F}_k = \{(s_1, m_1, b_1), \ldots, (s_k, m_k, b_k)\},
\]

where \( \{s_1, \ldots, s_k\} \) is a subset of \( \{1, \ldots, T\} \), and \( 1 = s_1 < \ldots < s_k \leq T \). \( m_i, b_i \in \mathbb{R}^N \) are slope and intercept coefficient vectors. For any time point \( x \in \{1, \ldots, T\} \) we have:

\[
F(x) = \begin{cases} 
  x - m_1 + b_1 & \text{for } s_1 \leq x \leq s_2 - 1 \\
  x - m_2 + b_2 & \text{for } s_2 \leq x \leq s_3 - 1 \\
  \vdots & \\
  x - m_k + b_k & \text{for } s_k \leq x \leq T 
\end{cases}
\]

**Problem 2 (Optimal \( k \) piece-wise linear interpolation).** Let \( \mathcal{F}_k \) be the set of all \( k \) piece-wise linear functions for \( N \) dimensional data and a specified integer \( k \). Given a volume data \( Y \in \mathbb{R}^{T \times N} \), the goal is to find an optimal \( k \) piece-wise linear approximation to the data. I.e., to return \( F^* \) satisfying:

\[
F^* = \arg\min_{F \in \mathcal{F}_k} \text{Cost}(F) \quad \text{where} \quad \text{Cost}(F) = \sum_{i=1}^T \|F(i) - Y_i\|^2.
\]

Note that solving Problem 2 amounts to finding \( k \) optimal time steps \( s_1^*, s_2^*, \ldots, s_k^* \) to start each of the \( k \) segments in \( F^* \), with \( s_1^* \) always equal to 1. Once these time steps are chosen, the optimal slope and intercept parameters \( m_1, \ldots, m_k \) and \( b_1, \ldots, b_k \) can be obtained directly from Fact 1: for the segment with starting point \( s_i^* \), we solve the interpolation problem optimally for our dataset restricted to time points that lie in the interval \([s_i^*, s_{i+1}^* - 1]\) using an online least squares interpolation method, described below.

### 3.2. Building Block: Online Streaming Method for Linear Least Square Interpolation

As mentioned in Sec. 3, a key building block of our methods is to compute linear least square interpolation (see Fact 1) in an online streaming fashion while keeping only \( O(1) \) time steps in main memory. To this end, we will apply a method from numerical linear algebra (e.g., [GLPW16, BDM20]) to perform streaming linear algebra operations in the “row update” or “row arrival” model.

**Computing the Optimal Solution \( Z^* \)**

Refer to the solution in Fact 1, and recall that the \( i \)-th time step corresponds to the \( i \)-th row of matrices \( A \) and \( Y \). Thus we want to compute the optimal solution \( Z^* = (A^T A)^{-1} A^T Y \) (see Eq. (3)), where the rows of \( A \) and \( Y \) arrive one by one. In the process, even though \( A \) and \( Y \) grow conceptually, we will only use a fixed amount of memory space to maintain \( A' A \) (a \( 2 \times 2 \) matrix) and \( A' Y \) (a \( 2 \times N \) matrix), and update them each time a new row arrives. We can then easily compute the inverse of \( A' A \) in \( O(1) \) time, and multiply the result by \( A' Y \) in \( O(N) \) time to obtain the current \( Z^* \). In the following, we discuss how to update \( A' A \) and \( A' Y \) when a new row arrives.

Consider a simple example for \( A' A \) when \( A \) grows from two rows to three rows (and \( A' \) grows from two columns to three columns):

\[
\begin{bmatrix}
1 & 2 & 3 \\
1 & 2 & 1 \\
3 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
1 \\
2 \\
3
\end{bmatrix} =
\begin{bmatrix}
1 & 1 & 1 \\
2 & 1 & 1 \\
2 & 1 & 1
\end{bmatrix} +
\begin{bmatrix}
3 \\
1 \\
3
\end{bmatrix} \begin{bmatrix}
1 \\
2 \\
3
\end{bmatrix}.
\]
This shows that we only need to multiply the last/new column of $A'$ with the last/new row of $A$, whose result is a $2 \times 2$ matrix, and add this result to the original $A'A$ to get the new $A'A$. This is true in general when we go from time step $i$ to $i+1$ for $i \geq 2$. In the same way, we can update $A'Y$ by multiplying the new column of $A'$ with the new row of $Y$ (the result being a $2 \times N$ matrix), and adding this result to the current $A'Y$, also a $2 \times N$ matrix. Overall, to update the optimal solution $Z^*$, we only need $O(N)$ computing time per time step, using $O(N)$ space (equivalent to $O(1)$ time steps of volume).

In addition to the optimal $Z^*$, we also need to compute the corresponding minimum error, obtained by plugging $Z^*$ into Eq. (1):

$$\text{Err}^* = ||AZ^* - Y||_F^2. \quad (5)$$

**Computing the Optimal Error $\text{Err}^*$**

Let $tr(M) = \sum M_{ij}$ be the trace of a square matrix $M$ (the sum of its diagonal entries), and note that

$$\|X\|_F^2 = \sum_{i,j} X_{ij}^2 = \sum_{i,j} \|X_j\|_2^2 = tr(X'X). \quad (6)$$

Expressing Eq. (5) in terms of trace and recalling that $Z^* = (A'A)^{-1}Y$ and thus $(Z^*)' = Y'(A'A)^{-1}$, we have

$$\text{Err}^* = tr((AZ^* - Y)'(AZ^* - Y)) = tr(((Z^*)'A'-Y')(AZ^* - Y))$$

$$= tr((Z^*)'Y'AZ^* - Y'AZ^* - (Z^*)'A'Y + Y'Y)$$

$$= tr(Y'(A'A)^{-1}(A'A)(A'A)^{-1}A'Y - Y'(A'A)^{-1}A'Y - Y'Y) = tr(Y'Y - Y'(A'A)^{-1}A')$$

Applying linearity of the trace we have:

$$\text{Err}^* = tr(Y'Y) - tr(Y'(A'A)^{-1}A'). \quad (7)$$

Now we discuss how to compute $\text{Err}^*$ in an online streaming fashion. By Eq. (6), we have $tr(Y'Y) = \sum_{i,j} Y_{ij}^2$, so this term can be easily computed in an online way — each time a new row of $Y$ arrives, we just square each entry of this row and add these squares to $tr(Y'Y)$ to update it. This takes $O(N)$ time since each row of $Y$ is a length $N$ vector for one time step of the volume data.

For the second term in Eq. (7), $tr(Y'(A'A)^{-1}A')$, notice that using the above method for updating $Z^*$, we already have $A'Y$ and $(A'A)^{-1}$ available. Letting $W = A'Y$ and $M = Y'(A'A)^{-1}A') = W'(A'A)^{-1}W$, our task is to compute $tr(M) = \sum M_{ii}$. Observe that the $i$th diagonal entry of $M$, $M_{ii}$, is obtained by $M_{ii} = \langle W_i, W_i \rangle'(A'A)^{-1}W_i$, where $W_i$ is the $i$th column of $W$. Recall that $W$ is a $2 \times N$ matrix, so its $i$th column is just a length-$2$ vector. Also $(A'A)^{-1}$ is just a $2 \times 2$ matrix. Therefore using $M_{ii} = \langle W_i, W_i \rangle'(A'A)^{-1}W_i$, we can compute each diagonal entry $M_{ii}$ in $O(1)$ time, and computing $tr(M) = \sum M_{ii}$ takes $O(N)$ time.

In summary, we can compute the optimal solution $Z^*$ and its corresponding minimum interpolation error $\text{Err}^*$ in an online streaming fashion using $O(N)$ computing time per time step, keeping only $O(1)$ time steps (with space $O(N)$) in main memory. These bounds are optimal since $Z^*$ itself takes $O(N)$ space to represent.

**3.3. Accurate Approach via Dynamic Programming**

In this section, we present our accurate dynamic programming approach to obtain globally optimal solutions to the general piece-wise linear interpolation problem. This approach follows rather directly from the streaming least squares interpolation method discussed in Sec. 3.2: we present it as a baseline to compare against our faster greedy approximation algorithm, which is our main technical contribution, and because it outperforms the previous method that seeks a globally optimal solution [ZC18].

Recall that $N$ is the volume data size per time step, and $T$ is the total number of time steps in the whole time series. There are two phases which we discuss below: we first perform initial computation to obtain least square interpolation errors for each time range, which then facilitates dynamic programming in the second phase.

**3.3.1. Initial Computation**

In this first phase, we compute, for each possible time range $[i, j]$ where $1 \leq i < j \leq T$ for integers $i, j$, the linear least square interpolation error in this range, denoted by $e(i, j)$. We use the online streaming method discussed in Sec. 3.2 to carry out the task, where $e(i, j)$ is the optimal $\text{Err}^*$ for the time range $[i, j]$. In order to maintain low space complexity (i.e., to use just $O(N)$ working memory), we perform the computation in multiple passes. In pass 1, we compute $e(1, 2), e(1, 3), \ldots, e(1, T)$, in that order, where each $e(\cdot, \cdot)$ value is obtained by an incremental update using $O(N)$ time (see Sec. 3.2). Thus we complete the pass in $O(NT)$ time. In pass 2, we compute $e(2, 3), e(2, 4), \ldots, e(2, T)$ in the same way. In general, in pass $i$ (where $i = 1, 2, \ldots, T-1$) we compute $e(i,i+1), \ldots, e(i,T)$, in $O(NT)$ time. The total time for all passes is thus $O(NT^2)$. In the out-of-core setting, each pass goes through the whole time series once, with I/O cost $O(NT^2/B)$ where $B$ is the number of items fitting in one disk block. Therefore the total I/O cost from all passes is $O(NT^2/B)$.

**3.3.2. Dynamic Programming**

Now we are ready to perform dynamic programming in the second phase. Our goal is to partition the time range $[1, T]$ into $k$ segments such that the sum of the linear least square interpolation errors from all $k$ segments is minimized, for a given $k \in [1, T]$. For a general subproblem, we define a cost function $L(i, k)$ to be the minimum total error of partitioning the time range $[1, i]$ into $k$ segments. Then we have the following recurrence:

$$L(i, k) = \min_{p,k\leq i} \{L(p-1, k) + e(p, i)\} \quad (8)$$

In the base case, we have $L(i, 1) = e(1, i)$, i.e., the optimal error of partitioning the range $[1, i]$ into one segment is just $e(1, i)$ for all $i$.

We can solve the recurrence by memorizing the subproblem results computed before. The correctness of dynamic programming can be proved since the problem has the properties of optimal substructure and overlapping subproblems. As given in Eq. (8), to make $k$ partitions in the range $[1, i]$ optimally, we try each valid position of $p$ ($k \leq p \leq i - 1$) such that the last segment is for range $[p, i]$ (whose error is $e(p, i)$) and for the remaining range $[1, p-1]$ we partition it into $k-1$ segments optimally (with error $L(p-1, k-1)$). We then take the minimum among the errors from all choices of $p$.

For each value of $k = 2, 3, \ldots, T$, we compute $L(i, k)$ for $i = 2, \ldots, T$ and store its corresponding $p$ that realizes the minimum. The running time for this dynamic programming phase is thus $O(T^3)$. Together
with the initial computation in the first phase, our accurate approach takes $O(NT^2 + T^3)$ time. Note that typically $N$ is much bigger than $T$, so the running time is dominated by $O(NT^2)$. In the out-of-core setting, only the first phase needs I/O operations; from Sec. 3.3.1, the total I/O cost is $O(NT^2/B)$.

As a comparison, the DP method of [ZC18] takes $O(NT^3 + T^3)$ time, and in the out-of-core setting the I/O cost is $O(NT^3/B)$. The additional $T$ factor in comparison to our method arises from the fact that [ZC18] solves the restricted piece-wise linear interpolation problem, which is not amenable to an incremental approach for computing the error of each segment in the initial computation phase. The approximate out-of-core DP method of [ZC18] takes $O(T^2N + T^3)$ time and optimal $O(TN/B)$ I/O cost, where $t$ is an input parameter for the number of time steps kept in-core. However, the accuracy of the approximate method decreases as $t$ decreases, and there are no theoretical guarantees on this trade-off.

### 3.4. Approximate Greedy Algorithm

In this section, we present our novel greedy algorithm, which is suitable for the online streaming and in situ settings. It is faster and more I/O efficient than our accurate DP method by a factor of $T$, with runtime just $O(NT)$ and I/O cost $O(NT/B)$. The tradeoff is that the greedy method provides an approximate instead of an exact solution, but we prove strong theoretical bounds on the approximation error, showing that it is small for any time-varying volume dataset. The pseudocode is presented below in Algorithm 1 (Sec. 3.4.1). We call this method the “basic” greedy algorithm to contrast it with our “final” greedy algorithm, which is presented in Sec. 3.4.2. The methods are nearly identical, except that the basic algorithm assumes knowledge of a threshold parameter $E$, which is not known ahead of time in practice. The final algorithm handles this issue with a search procedure that allows for automatic tuning of the parameter. We present the basic greedy algorithm first for clarity.

#### 3.4.1. Basic Greedy Algorithm

The method constructs a piece-wise function $\tilde{F}$ from left to right, which is represented as a list of tuples $S_F = \{(s_1, \mathbf{m}_1, \mathbf{b}_1), \ldots, (s_k, \mathbf{m}_k, \mathbf{b}_k)\}$. The variable $s$ maintains the start point for the current segment being constructed. New data points are then sequentially added to the segment, and every time a new point $j$ is added, we compute the optimal linear interpolation for the segment (Line 4 in Algorithm 1). This can be done using the streaming approach from Sec. 3.2. If the error of the optimal interpolation reaches a fixed error threshold $E$ (we will discuss how to set the value of $E$ shortly), we remove the last point added to the segment, add the segment to $S_F$, and restart a new segment. We continue until all $T$ data points have been processed and added to segments.

Note that the streaming method in Sec. 3.2 can be used to implement BestLinearFit building block needed in Algorithm 1. So clearly Algorithm 1 has running time and I/O cost both linear in the dataset size ($O(NT)$ and $O(NT/B)$ respectively), while keeping only $O(1)$ time steps in main memory. All bounds are optimal.

Our approach is based on the fact that the total error of $\tilde{F}$ is equal to the sum-of-squared errors for each segment in $\tilde{F}$. Specifically:

\[
\text{Cost}(\tilde{F}) = \sum_{j=1}^{q} \text{Cost}_j(\tilde{F}) \quad \text{where}

\text{Cost}_j(\tilde{F}) = \sum_{i=s_j}^{s_{j+1}-1} \|m_i \cdot i + b_j - Y_i\|^2_2

\text{is the error for segment } j.

By starting a new segment whenever the current segment's error reaches $E$, Algorithm 1 ensures that each segment in $S_F$ has error $\text{Cost}_j(\tilde{F}) \leq E$. However, it is not clear if 1) the algorithm produces a solution with a small number of segments (ideally not much larger than our target number $k$) and 2) that the total error is small. These concerns are particularly acute with both: if we set $E$ to be small, we start a new segment more often, which leads to good error, but a solution with many segments. On the other hand, a large value of $E$ leads to a solution with few segments, but possibly a high error. Nevertheless, we are able to prove that there is a “sweet spot” for Algorithm 1 where we obtain both an accurate solution and one that does not have too many segments. Our major bounds are given below.

**Theorem 2.** Let $\tilde{F}$ be the piece-wise linear function returned by Algorithm 1 (represented by $S_F$). For any $k$, let $F^*$ be the optimal interpolant with $k$ pieces, defined in Problem 2. Then $\tilde{F}$ has $\text{Cost}(\tilde{F}) \leq \text{Cost}(F^*) + Ek$ and at most $q = k + \frac{2 \text{Cost}(F^*)}{E}$ segments.

The above guarantees are natural: the cost of our approximate solution $\tilde{F}$ increases as $E$ increases, while the number of segments in the solution decreases. By setting $E$ appropriately, we can obtain a provable relative error approximation guarantee:

**Corollary 3 (Bi-criteria Approximation).** For any accuracy parameter $0 < \varepsilon \leq 1$, if Algorithm 1 is implemented with $E = \frac{\varepsilon \text{Cost}(F^*)}{k}$ then it returns a piece-wise linear function $\tilde{F}$ with $q \leq \frac{1}{\varepsilon}$ segments which satisfies:

\[
\text{Cost}(\tilde{F}) \leq (1 + \varepsilon) \text{Cost}(F^*).
\]
Corollary 3 follows directly from Theorem 2 by substituting in the specified value of $E$. It gives a strong bi-criteria approximation guarantee: both the error obtained by $\hat{F}$ and the number of segments contained in $\hat{F}$ are near optimal, specifically not more than $(1 + \varepsilon)$ and $\frac{3}{\varepsilon}$ times the optimal solution, $F^*$, respectively.

![Figure 2: An example k piece-wise linear interpolation problem in N = 1 dimension. We show the optimal solution $F^*$ in black, as well as a sample greedy solution obtained by Algorithm 1. The analysis of that algorithm crucially relies on dividing the solution into G and H segments, pictured in blue and orange. H segments are those which either “cross” between two segments in the optimal solution, or terminate at the same time point as an optimal segment.](image)

High-Level Insight and Proof Idea. While the proof of Theorem 2 is non-trivial, we can get across the main points with a visualization that makes it clear why our greedy method performs well. Referring to Figure 2, consider dividing all of the segments in the solution returned by Algorithm 1 into two sets, G and H. The G segments are those that are “contained” entirely within one segment of the optimal solution $F^*$, possibly sharing a start time point. The H segments are those that “cross” between optimal segments, or terminate at the same time point as an optimal segment. The main observation is that the total cost of all G segments can be bounded by $\text{Cost}(F^*)$ – this is the case because splitting a segment into multiple claims and finding an optimal linear interpolation for each section can only have smaller error than if all data points in the segment are interpolated using the same linear function. The cost of H segments is not as easy to bound, but fortunately there are only $k$ of them – exactly one for each of the $k$ optimal segments. Since every segment returned by the greedy algorithm has error $< E$ (or else Algorithm 1 would have started a new segment) we thus have that the H segments contribute error at most $E \cdot k$. This gives the overall error bound in Theorem 2 of $\text{Cost}(\hat{F}) \leq \text{Cost}(F^*) + E k$.

The second part of the proof bounds the number of segments returned by the greedy algorithm, which we want to claim is not too large. To do so, we again treat the G and H groups separately. There are $k$ segments in the H group. Bounding the number of G segments is a bit trickier. Roughly, we argue that every consecutive pair of G segments has error $\geq E$ in the optimal global solution, since otherwise the greedy algorithm would not have terminated the first segment in the pair. Since the total cost of the G segments under the optimal global solution is $\text{Cost}(F^*)$, it follows that there can only be at most $O(\text{Cost}(F^*)/E)$ G segments. This leads to a bound on the total number of segments in Theorem 2. We give the formal proof in Appendix A (in the Supplementary Materials).

3.4.2. Final Greedy Algorithm

A potential limitation of Algorithm 1 is that, to obtain the provable guarantee of Corollary 3, we need to set $E = \frac{\varepsilon \text{Cost}(F^*)}{k}$, which is dependent on the optimal cost $\text{Cost}(F^*)$. Of course, since we are not able to actually compute $F^*$, we do not have access to this value, and estimating the value seems potentially as hard as the piece-wise interpolation problem we are trying to solve in the first place.

Fortunately, a simple approach is able to avoid this issue, with only a logarithmic overhead in space and runtime complexity. First, observe that we do not need to set $E$ precisely. For example, if we choose a value slightly too large, a very close approximation guarantee still holds. Specifically, if we set $E = \sigma \cdot \varepsilon \text{Cost}(F^*)$ for some constant $\sigma > 1$, we will get the exact same guarantee on $q$ (the number of segments) as Corollary 3, but with error factor $(1 + \sigma\varepsilon)$ instead of $(1 + \varepsilon)$. So, even if $\sigma = 2$ (i.e., we set $E$ twice as large as ideal), the increase in error is marginal. On the other hand, if we set $E$ too small, e.g., to $E = \frac{1}{\sigma} \frac{\varepsilon \text{Cost}(F^*)}{k}$, we will only get less error, although we might select $3k/\varepsilon$ instead of $3k/\varepsilon$ segments.

This observation motivates a simple “gridding” strategy for choosing the right value of $E$, with three key ideas:

1. identify lower and upper bounds $E_{\text{min}}$ and $E_{\text{max}}$ on $E$;
2. in parallel, compute solutions for a geometric grid of thresholds between those bounds;
3. combine tasks in (1) and (2) so that everything is done in one pass, in an online streaming fashion.

We discuss (2) first. For a constant $\sigma > 1$ (e.g. 2 or 5), consider integer values $[\log_\sigma E_{\text{min}}], [\log_\sigma E_{\text{min}}] + 1, \ldots, [\log_\sigma E_{\text{max}}]$ and compute a solution using Algorithm 1 with thresholds:

$$E_{\text{min}} = \sigma^{\lceil \log_\sigma E_{\text{min}} \rceil} \cdot \sigma^{\lceil \log_\sigma E_{\text{min}} \rceil + 1} \cdot \ldots \cdot \sigma^{\lceil \log_\sigma E_{\text{max}} \rceil} = E_{\text{max}}.$$

This list of thresholds only contain at most $O(\log_\sigma (E_{\text{max}}/E_{\text{min}}))$ values but, at the same time, is guaranteed to contain one threshold within a multiplicative factor of $\sigma$ from the ideal threshold $E$. Note that $E_{\text{min}}$ and $E_{\text{max}}$ may not exactly equal to the lower and upper bounds $E_{\text{min}}$ and $E_{\text{max}}$, since we choose integer powers of $\sigma$ for our thresholds, but our range $[E_{\text{min}}, E_{\text{max}}]$ does cover $[E_{\text{min}}, E_{\text{max}}]$.

Now we discuss (1) and (3) together. For $E_{\text{max}}$, it suffices to set $E_{\text{max}} = \text{BestLinearFit}([1, \ldots, T], Y)$ – i.e., to the cost of the best 1-piece linear interpolation of the entire dataset. This is because the behavior of the greedy algorithm for $E_{\text{max}} = \text{BestLinearFit}([1, \ldots, T], Y)$ and for any higher threshold will be identical: it will only create a single segment. So there is no point in using any thresholds above $E_{\text{max}}$. In the streaming setting, $\text{BestLinearFit}([1, \ldots, T], Y)$ can be computed incrementally, as discussed in Sec. 3.2. As more time steps are processed, this value monotonically increases, and so does our current estimated value for $E_{\text{max}}$. Naively, this may seem like an issue: whenever $E_{\text{max}}$ increases, we would need to restart from the beginning of the dataset to run the basic greedy approach with more thresholds. However,$^\S$

$^\S$ We can reduce the actual runtime by running in parallel; see below.
There is a trick to avoid restarting. Let $E_{\text{max}}^{j}$ and $E_{\text{max}}^{j+1}$ be our current estimates for $E_{\text{max}}$ at times $j$ and $j+1$. For any new thresholds between $E_{\text{max}}^{j}$ and $E_{\text{max}}^{j+1}$ (inclusive) the behavior of the greedy algorithm up until step $j$ is identical — again, it only generates a single segment. So, we can initialize the greedy algorithm for newly added thresholds above $E_{\text{max}}^{j}$ with a single segment from time steps $1$ to $j$, with no need to return to those time steps.

The method for choosing $E_{\text{min}}$ is similar. We process our data in an online way to maintain a monotonically decreasing estimate for $E_{\text{min}}$ with the property that this minimum threshold should be the largest possible that would cause the greedy algorithm to construct what we call a “ZeroErrorSolution” that perfectly interpolates the time-varying volume data. Typically this solution will exactly contain $T/2$ segments, one for each pair of time steps, which can be fit perfectly with a linear function. Again, there is no point in considering thresholds less than $E_{\text{min}}$ — which will all generate identical zero error solutions. Moreover, as our estimate for $E_{\text{min}}$ decreases, we can always initialize the greedy algorithm for new candidate thresholds using the current ZeroErrorSolution, avoiding the need to restart from the beginning of the dataset.

The complete pseudocode for this approach is given in Appendix B (in the Supplementary Materials). There, we moreover discuss an efficient implementation and analyze its runtime and memory footprint. In particular, its total I/O time for reading the input is the same as that of Basic Greedy, which is optimal. Remark 1. As mentioned, compared to Basic Greedy, this method has an additional overhead of $O(\log (E_{\text{max}}/E_{\text{min}}))$ in space and runtime, which is small even for $\sigma = 5$ (see experiments in Sec. 4).

Remark 2. Final Greedy can be used in two ways: (A) In the one-pass in-situ setting, it takes as input a target number of segments $k$. During execution, different threads are used to run parallel copies of Basic Greedy with different thresholds, and any thread is terminated as soon as it accumulates more than $k$ segments. (B) If running two passes is possible (e.g., [ZC18]), a first pass run of Final Greedy can be used to record the error and segment start points (time steps $s_1, \ldots, s_k$) for each of the thresholds tried. This produces a “global view”, i.e., a plot of error vs. number of segments (e.g., the curve of Final Greedy in Fig. 3(a)), so that the user can choose the most desirable error/number of segments. A second pass is then used to generate the full solution (i.e., the interpolation coefficients) corresponding to the computed segment start points.

4. Results

We have implemented our methods in C++ and run our experiments using the computing service of our institution’s high-performance computing (HPC) cluster, which provided a computing environment with a 24-core 2.90 GHz Intel Xeon Platinum 8268 CPU, 192GB RAM, nVidia Tesla RTX8000 GPU, and Linux Ubuntu OS. Our C++ program calls the ArrayFire [Art] library for matrix operations, for which the library integrates with CUDA for GPU support. The volume rendering images were produced using the VisIt [CBW+12]

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Runtime</th>
<th>I/O</th>
<th>DP</th>
<th>e-time</th>
<th>Mem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vortex (T=100H)</td>
<td>AR-DP</td>
<td>3957</td>
<td>5.48</td>
<td>1.25</td>
<td>3951</td>
<td>831MB</td>
</tr>
<tr>
<td>(784 MB)</td>
<td>Basic Greedy</td>
<td>164</td>
<td>5.72</td>
<td>1.18</td>
<td>158</td>
<td>813MB</td>
</tr>
<tr>
<td>(784 MB)</td>
<td>Final Greedy</td>
<td>14</td>
<td>4.26</td>
<td>N/A</td>
<td>N/A</td>
<td>50.5MB</td>
</tr>
</tbody>
</table>

Table 1: Test Datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Runtime</th>
<th>I/O</th>
<th>DP</th>
<th>e-time</th>
<th>Mem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vortex (T=10H)</td>
<td>AR-DP</td>
<td>5528</td>
<td>6.72</td>
<td>0.15</td>
<td>5521</td>
<td>5.72</td>
</tr>
<tr>
<td>(86.52 MB)</td>
<td>Basic Greedy</td>
<td>23</td>
<td>5.72</td>
<td>1.38</td>
<td>219.2</td>
<td>23.7</td>
</tr>
<tr>
<td>(86.52 MB)</td>
<td>Final Greedy</td>
<td>17.4</td>
<td>4.35</td>
<td>N/A</td>
<td>N/A</td>
<td>20.7</td>
</tr>
</tbody>
</table>

Table 2: Results for small datasets. N: # grid points at each time step; T: # time steps in the dataset; Runtime: total runtime in seconds; I/O: I/O time in seconds; DP: dynamic programming time in milliseconds; e-time: time to compute $e(\cdot)$ in seconds; Mem: memory footprint; Th: # threads in Final Greedy.

In Core Data: Analysis of Efficiency

Recall that our dynamic programming approach (called Our DP here) provides globally optimal solutions to the general key time steps selection problem, while the accurate dynamic programming method of [ZC18] gives globally optimal solutions to the restricted problem; we call the latter AR-DP (denoting accurate restricted DP). They are basically in-core algorithms: first read and keep the entire dataset in main memory, then perform computation without the need for additional I/O. They both have two phases: initial computation to compute errors $e(i, j)$, and the phase of DP. We ran Our DP and AR-DP on the two smaller datasets, Vortex and Isabel; the results are shown in Table 2. As can be seen, their I/O time and DP time are basically the same, but we are much faster in the initial computation (the e-time) due to the online streaming method of Sec. 3.2. Therefore we are also much faster in the total time. In addition, we show the results of running our Basic Greedy and Final Greedy (with $\sigma = 5$ throughout all experiments) in Table 2.

As seen, both our greedy methods are significantly faster than the DP methods. The runtime of Basic Greedy is the fastest, which is linear, and is not affected by the parameter value $E$, as expected. For Final Greedy compared to Basic Greedy, the I/O time is the same, the runtime is less than 2 times, and the memory footprint is about $(2.7h + 1)/3$ times where $T_h$ is the number of threads (which is also $4s - Th + 2s$ where $s$ is the size of one time step in the input), as analyzed in Appendix B (in the Supplementary Materials).

In rare cases, the ZeroErrorSolution may have segments with > 2 time steps, if some volume data does not change over time, or is perfectly colinear.

For Final Greedy, the threads can write in parallel on parallel disks.
In-Core Data: Analysis of the Solution Quality

Next, we compare the solution quality of AR-DP, Our DP, Basic Greedy, Final Greedy, and Sampling, which just selects every \( m \) time steps for a fixed \( m \) (and by taking \( m = 2, 3, \ldots \), it selects \( T/2, T/3, \ldots \) time steps). We remark that Sampling is basically the default method in common practice. The results of error vs. number of segments for Vortex are shown in Fig. 3(a). As expected, Our DP gets the best quality since it is globally optimal for the general key time steps selection problem, while AR-DP is worse since it is only optimal for the restricted problem. We also see that Basic Greedy is very close to Our DP, and both Basic Greedy and Final Greedy are actually better than AR-DP, which is in turn better than Sampling. However, note that for \( k \) segments, the restricted version only outputs \( k + 1 \) data points (endpoints) while our output is \( 2k \) interpolation coefficients, equivalent to \( 2k \) data points in size. To account for this difference for fair comparison, we need to plot error vs. output size; we do so in Fig. 3(b) and all remaining plots. Now we see in Fig. 3(b) that Our DP is similar to AR-DP, and Final Greedy is worse than Sampling yet is still comparable. The results for Isabel is shown in Fig. 4(a). As seen, Our DP is similar to AR-DP, and Basic Greedy is very close to Our DP. More importantly, Final Greedy is distinctively better than Sampling.

We show the volume rendering of a few time steps reconstructed by Final Greedy, AR-DP, and Sampling; see Fig. 8 in Appendix C (Supplementary Materials). Our results are very close to the ground truth, and have the lowest NRMSE values (defined in Appendix C).

Larger Data: Analysis of Solution Quality

For larger datasets TeraShake and Radiation, we ran the out-of-core version of our DP approach (see Sec. 3.3.2), and compare it with both of our greedy methods; the results are shown in Table 3. As can be seen, our greedy methods are significantly faster. We remark that our DP needs to read the data file from disk multiple times. However, since the RAM size was 192GB, the OS was able to cache the data file when it was first read, making the subsequent I/O operations much faster, which also made the overall running time much faster. Even under this effect, our greedy methods are still significantly faster. Therefore the run-time improvement of our greedy methods would be even greater when the data size is really out-of-core. Finally, the relative performances of Final Greedy compared to Basic Greedy are similar to what we saw in Table 2 in terms of the I/O time, total runtime (but now about 3 times), and memory footprint.

Larger Data: Analysis of Efficiency

For larger datasets TeraShake and Radiation, we ran the out-of-core version of our DP approach (see Sec. 3.3.2), and compare it with both of our greedy methods; the results are shown in Table 3. As can be seen, our greedy methods are significantly faster. We remark that our DP needs to read the data file from disk multiple times. However, since the RAM size was 192GB, the OS was able to cache the data file when it was first read, making the subsequent I/O operations much faster, which also made the overall running time much faster. Even under this effect, our greedy methods are still significantly faster. Therefore the run-time improvement of
5. Conclusions

In this paper, we formulated the key time steps selection problem into that of optimal piece-wise linear interpolation. By applying a method in numerical linear algebra, we obtain a key building block of our techniques, an online streaming approach for computing linear interpolation solutions and their errors. We then use this building block to obtain a globally optimal solution via dynamic programming, and moreover devise a novel approximate, greedy algorithm for the general key time steps selection problem which is online streaming and suitable for the in situ setting. It is very efficient in computing time and main memory space, both in theory and in practice. More importantly, it is the first algorithm suitable for in situ key time steps selection with strong theoretical guarantees on the approximation quality and the number of resulting segments. Our experimental analysis shows its superior performance in practice in terms of both efficiency and the solution quality.

Limitations Our setting (general version) and error metric (sum of squared errors) fail exactly what were used in the previous in situ work [MLF16]. That said, unlike the restricted version, our method cannot preserve the original data for any time step. Also, currently our method is limited to the $L_2$ error metric.

Future Work While $L_2$ is common, it is also interesting to consider other error metrics like $L_0$ or $L_1$. This will be our future work: the challenge is that it is less clear how to solve the resulting non-$L_2$ regression problem in a one-pass streaming fashion. We have found that numerical linear algebra can provide very useful and powerful tools in solving our problems, and is an interesting new direction to explore. Our approach just performs linear approximation in encoding space, then decodes to recover the volumes. We believe that our method should be easy to combine with any non-linear encoding of the volumes given by a neural network in a way similar to [PXvO19], which would be an interesting future research.

Table 3: Results for larger datasets. R-Time: total runtime; I/O: I/O time; DP: dynamic programming time in milliseconds; e-time: time to compute $e(\cdot)$ in hours; Mem: memory footprint; Th: # threads in Final Greedy. (*) File was cached in RAM after being read the first time, so subsequent I/O was much faster. This also made R-Time much faster.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>R-Time</th>
<th>I/O Time</th>
<th>DP</th>
<th>e-time</th>
<th>Mem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radiation</td>
<td>Our DP</td>
<td>6.00h*</td>
<td>59m*</td>
<td>12</td>
<td>6.00</td>
<td>676MB</td>
</tr>
<tr>
<td>Radiation</td>
<td>Basic Greedy</td>
<td>1.04m</td>
<td>1.04m</td>
<td>N/A</td>
<td>N/A</td>
<td>170MB</td>
</tr>
<tr>
<td>Radiation</td>
<td>Final Greedy</td>
<td>3.34m</td>
<td>0.53m</td>
<td>N/A</td>
<td>N/A</td>
<td>675MB</td>
</tr>
<tr>
<td>Radiation</td>
<td>R-Time I/O DP</td>
<td>11.54m</td>
<td>0.54m</td>
<td>N/A</td>
<td>N/A</td>
<td>5623MB</td>
</tr>
</tbody>
</table>

Table 4: Efficiency results of our Final Greedy for the largest datasets. T: # time steps in the datasets; Total: total runtime; I/O: I/O time; Th: # threads; Memory: memory footprint.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size</th>
<th>T</th>
<th>Total</th>
<th>I/O Time</th>
<th>Th</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radiation</td>
<td>27.4GB</td>
<td>200</td>
<td>12.46m</td>
<td>0.54m</td>
<td>12</td>
<td>5912MB</td>
</tr>
<tr>
<td>Radiation2</td>
<td>54.8GB</td>
<td>400</td>
<td>27.68m</td>
<td>1.04m</td>
<td>11</td>
<td>6475MB</td>
</tr>
<tr>
<td>Radiation3</td>
<td>109.6GB</td>
<td>800</td>
<td>59.69m</td>
<td>2.14m</td>
<td>12</td>
<td>7039MB</td>
</tr>
<tr>
<td>Radiation4</td>
<td>219.2GB</td>
<td>1600</td>
<td>127.37m</td>
<td>3.81m</td>
<td>12</td>
<td>7039MB</td>
</tr>
</tbody>
</table>
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