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Abstract. We consider path planning for a rigid spatial robot with
6 degrees of freedom (6 DOFs), moving amidst polyhedral obstacles.
A correct, complete and practical path planner for such a robot has
never been achieved, although this is widely recognized as a key challenge
in robotics. This paper provides a complete “explicit” design, down to
explicit geometric primitives that are easily implementable.

Our design is within an algorithmic framework for path planners, called
Soft Subdivision Search (SSS). The framework is based on the twin
foundations of e-exactness and soft predicates, two concepts that are
critical for rigorous numerical implementations. These concepts allow us
to escape from ‘Zero Problems” that prevent the correct or practical
implementations of most exact algorithms of Computational Geometry.
The practicality of SSS has been previously demonstrated for various
robots including 5-DOF spatial robots.

In this paper, we solve several significant technical challenges for SE(3)
robots: (1) We first ensure the correct theory by proving a general form
of the Fundamental Theorem of the SSS theory. We prove this within
an axiomatic framework, thus making it easy for future applications of
this theory. (2) One component of SE(3) = R3 x SO(3) is the non-
Euclidean space SO(3). We design a novel topologically correct data
structure for SO(3). Using the concept of subdivision charts and at-
lases for SO(3), we can now carry out subdivision of SO(3). (3) The
geometric problem of collision detection takes place in R, via the foot-
print map. Unlike sampling-based approaches, we must reason with the
notion of footprints of configuration boxes, which is much harder to
characterize. Exploiting the theory of soft predicates, we design suit-
able approximate footprints which, when combined with the highly effec-
tive feature-set technique, lead to soft predicates. (4) Finally, we make
the underlying geometric computation “explicit”, i.e., avoiding a general
solver of polynomial systems, in order to allow a direct implementation.
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1 Introduction

Motion planning [10,27] is a fundamental topic in robotics because a robot, al-
most by definition, is capable of movement. There is growing interest in motion
planners because of the wide availability of inexpensive commercial robots, from
domestic robots for vacuuming the floor, to drones that deliver packages. We
focus on path planning which, in its elemental form, asks for a collision-free
path from a start to a goal robot position, assuming a known map of the en-
vironment. Path planning is based on robot kinematics and collision-detection
only, and the variety of such problems are surveyed in [21]. Although we ignore
the issues of dynamics (timing, velocity, acceleration), a path is often used as
the basis for solving restricted dynamics problems.

Exact path planning have been studied from the 1980s [38], and is reducible
to the existential theory of connectivity of semi-algebraic sets (e.g., [14]). The
output of an exact path planner is either a robot path, or a NO-PATH indicator
if no path exists. Unfortunately, the exact path planning is largely impractical.
Even in simpler cases, correct implementation are rare for two reasons: it requires
exact algebraic number computation and has numerous degenerate conditions
(even in the plane) that are hard to enumerate or detect (e.g., [16, p.32]). Correct
implementations are possible using libraries such as LEDA or CGAL or our own
Core Library that support exact algebraic number types (see [43,20]).

The last 30 years saw a flowering of practical path planning algorithms based
on either the Sampling Approach (e.g., PRM, EST, RRT, SRT [10]) or the
Subdivision Approach [26]. The dominance of Sampling Approach is de-
scribed in a standard textbook in this area: “PRM, EST, RRT, SRT, and their
variants have changed the way path planning is performed for high-dimensional
robots. They have also paved the way for the development of planners for prob-
lems beyond basic path planning. ” [10, p.201]. Remarkably, the single bit of
information, as encoded by NO-PATH output, is missing in the correctness cri-
teria of these approaches as noted in [46]. The standard notions of resolution
completeness (for Subdivision Approach) or probabilistic completeness (for
Sampling Approach) ([10, Chapter 7.4]) do not talk about detecting no paths.
Instead, they speak of eventually finding a path when “the resolution is small
enough” (Subdivision Approach) or “when the sampling is large enough” (Sam-
pling Approach). Both are recipes for non-terminating algorithms® but these are
couched as “narrow passage issues” (e.g., [34,13]). See Appendix A in the full
version of this paper [53] for the literature on this issue.

The Subdivision Approach goes back to the beginning of algorithmic robotics
— see [6,58]. The present paper falls under this approach, but clearly a new
theoretical foundation is needed. This foundation is ultimately based on interval
methods [33] which is needed to provide guarantees in the presence of numerical
approximation. The interval idea is encoded in the concept of soft predicates

3 These are overcome by user-supplied “hyperparameters’ that are not part of the
original problem specification. Typically, it is some quitting criteria based on time-
out or maximum sampling size.
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[46]. The other foundation is the concept? of e-exactness [46,47]. The idea here
is rooted in an issue that afflicts all exact geometric algorithms: such algorithms
must ultimately decide the sign of various computed numerical quantities, say
x. For path planning, x might represent the clearance of the path, and we need
x to be positive. Deciding the sign of z is easily reduced [43] to deciding if z = 0
(“the Zero Problem”) . The Zero Problem might well be undecidable [9,43]. The
concept of e-exactness allows us to escape the Zero Problem. Clearly, both of
the above concepts have wide spread ramification for computational geometry
since all exact algorithms have implicit Zero Problems.

Based on this dual foundation, a general framework for path planning called
Soft Subdivision Search (SSS) was formulated [46,47]. A series of papers
[47,46,32,49,56,22], has shown that SSS planners are implementable and prac-
tical. They included planar fat robots [49] and complex robots [56], as well as
spatial 5-DOF robots (rod and ring [22]). The latter represents the first rigorous
and complete planner for a 5-DOF spatial robot. In each case, it was experimen-
tally shown that SSS planners match or surpass the performance of state-of-art
sampling algorithms. This is surprising, considering the much stronger theoret-
ical guarantees of SSS, including its ability to decide NO-PATH.

Flg 1: Delta Robot amidst obstacles £2:

(a) Delta Robot defined by points A = (1,0,0), O = (0,0,0), B = (0,1,0).
(b) Sampled path (AOB) from start (AOB) to goal (AO) configurations.
(c) Approximate Footprint Fp(B) of box B.

In this paper, we address a well-known challenge of path planning: to design
a complete, rigorous and practical planner for a “spatial 6-DOF robot”. It is not
the 6 degrees of freedom per se (this is routinely achieved for robot arms), but
the configuration space SE(3) = R3 x SO(3) that is challenging. Like similar
challenges in the past (rod for SE(2) and in R? x $?), we choose a simple SF(3)
robot to demonstrate the principles. The robot is a planar triangle AOB in
R3, a.k.a. Delta robot.? This is illustrated in Figure 1(a). Its “approximate

4 For the reader’s convenience, we reproduce the basic definitions such as soft predi-
cates and e-exactness in [53, Appendix BJ.

5 Not to be confused with a class of parallel manipulator robots called delta robots
E.g., https://en.wikipedia.org/wiki/Delta robot
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footprint” at some configuration box B C SE(3) is shown in Figure 1(c). The
path planning problem is specified as follows:

Given a polyhedral set £2 C R3 of obstacles, we want to find an f2-avoiding
path from a start « to a goal 8 configuration:

Path Planning for AOB-robot:
Input: (e, 8, 2, By, €)
where «, 5 € SE(3), By is a box in SE(3),
£2 € R3 is a polyhedral obstacle set, and € > 0 is the resolution.
Output: an 2-avoiding path of AOB restricted to By,
from « to B or NO-PATH.

The ¢ parameter is used as follows:

Definition 1. A path planner is said to be resolution-exact if it always ter-
minates with an output satisfying these conditions: there is a constant K > 1
independent of the input (but depending on the planner) such that:

(Path) If the optimal clearance of a solution path is > Ke, then the planner
outputs a path.

(NoPath) If there is no path of essential clearance < /K, then the planner
outputs NO-PATH.

The definition of clearance and other concepts are found in [53, Appendix B
and Section 2.1. The output is indeterminate because when the optimal clear-
ance lies in [¢/K, K¢], it can output (Path) or (NoPath). It can be argued that
g-exactness is an appropriate notion of “exactness” for real world applications
because the physical world is inherently® inexact and uncertain. We believe
this is the first completely rigorous alternative to exact path planning; see the
Literature Review below for other attempts to resolve this issue.

1.1 What is an Explicit Algorithm in Computational Geometry?

As suggested by the title of this paper, our 6-DOF path planner is “explicit”.
This is an informal idea, attempting to characterize algorithms that are recog-
nizably in computational geometry (CG). Classic CG algorithms (see [12,19]) are
explicit in the sense that they construct well-defined combinatorial objects using
explicit predicates. Moreover, these objects are embedded in the continuum such
as R™ via approximate numerical constructions, called semi-algebraic models in
[27, Sect.3.1.2, p.87]. E.g., Voronoi vertices are not just abstract vertices of a
graph defined by their closest sites, but we typically need their approximate co-
ordinates in R”. But when we address geometric problems which are non-linear
or in non-Euclidean spaces many algorithms start to introduce highly non-trivial
primitives such as the following:

5 All common constants of physics and chemistry have less than 8 digits of accuracy.
Among the few exceptions is the speed of light, which is exact by definition.
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(P1) (Numerical Iteration) In their path planner for a spatial rod, Lee and
Choset [28] used a retraction approach. To construct edges of the general-
ized Voronoi diagram in R? x S2, they invoke a numerical gradient ascent
method [28, p.355, column 2| to connect Voronoi vertices. Such construc-
tions are not certified or guaranteed.

(P2) (Optimization) We will need to compute the distance between a line and
a cone in R® (see [53, Appendix C]). There is no known closed form
expression, but one can reduce this to an optimization problem (using the
Lagrangian formulation) or invoke an iterative procedure (e.g., [55]).

(P3) (Purely combinatorial description) Nowakiewicz [34] described a sampling-
and-subdivision algorithm for a 6-DOF robot. The combinatorial steps and
data structures are explicit, but the geometric/numerical primitives are
unspecified (presumably out sourced to various numerical routines).

(P4) (Algebraic operations and solving systems) Is the intersection of two sur-
faces in R? a geometric construction? Depending on the surface representa-
tion, this may be seen as a purely algebraic construction. As noted above,
CG needs to extract numerical data from algebraic representations, and
this amounts to solving of systems of algebraic equations (e.g., to compute
Voronoi diagram of ellipses [17, Theorem 4.2]).

We regard algorithms such as (P1)-(P3) as “non-explicit”. But (P4) is a harder
call because nonlinear CG is inextricably connected to algebra. Some algebraic
operations and analysis are inevitable. Moreover, solving polynomials systems
can be seen as necessary geometric constructions for extracting numerical data
from algebra. But invoking a generic polynomial solver inevitably gives rise to
many irrelevant solutions (complex ones or geometrically wrong ones [17]) that
must be culled. To the extent possible, we seek explicit expressions for such con-
structions. Non-explicit CG algorithms are useful and sometimes unavoidable,
but their overall correctness and complexity is hard to characterize. We could
largely identify “explicit” algorithms with those in semi-algebraic geometry [4].

To illustrate the “explicitness” achieved in this paper, we prove that our SSS
planner for the Delta robot is e-exact with resolution constant K = 46462 <
18.3. This constant is a small, manageable constant. It would be hard to derive
such a constant if our primitives were not explicit.

1.2 Challenges in SE(3) Path Planning

Despite the successful SSS planners from previous papers [47,46,32,49,56,22],
there remain significant challenges in the theory and details. We expand on the
four issues noted in the abstract:

(C1) By a “fundamental theorem” of SSS, we mean one that says that the SSS
planner is resolution exact. Such a theorem was proved in the original pa-
per [46], albeit for a disc robot. Subsequent papers implicitly assumed that
the fundamental theorem extends to other robots. This became less clear
in subsequent development as the underlying techniques were generalized
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and configuration spaces became more complex. Partly to remedy this, [48]
gave an axiomatic account of the Fundamental Theorem. The power of the
axiomatic approach is that, to verify the correctness of any future instan-
tiations of SSS, one only has to check the axioms. Part of axiomatization
involves identifying the underlying mathematical spaces (called X,Y, Z, W
below). There were 5 axioms, (A0)-(A4) in [48]. These axioms introduced
constants Cy, Dy, Ly, 0 and reveal their role in the implicit constant K > 1
of the definition of e-exactness. The last axiom (A4) was problematic, and
is remedied in this paper. In [48], the general Fundamental Theorem was
stated but its proof was deferred.” We now complete this program.

The configuration space® SE(3) = R3 x SO(3) is the most general space for
a rigid spatial robot, often simply called “6-DOF robot”. A rigorous path
planner for a SE(3) robot would be a recognized milestone in robotics. The
space SO(3) is a non-Euclidean 3-dimensional space that lives naturally
in 4-dimensions [24]. We will develop the algorithms and data structures

to exploit a Cubic Model §5(3) for SO(3). This model is illustrated
in Figure 2, and was known to Canny [8, p. 36]. The design of good
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Fig.2: The Cubic Model 55(3) of SO(3) from [4§]

data structures in higher dimensions is generally challenging. For our ap-
plication, our subdivisions must support the operation of splitting and
adjacency query. The latter is a nontrivial issue and raises the question
of maintaining smooth subdivisions [5]. In contrast, the sampling use of
subdivision as in [34] has no need for adjacency queries.

The main primitive of sampling approaches is the classic collision de-
tection problem (see [31]): is a given configuration v free? There are
off-the-shelf solutions from well-known libraries [31]. Our interval-based
approach represents a nontrivial generalization: is a box B of configura-
tions free or stuck or neither? Exact algorithms for this generalization is

7 In retrospect, this deferment was appropriate in view of the problematic axiom (A4).
& Some authors write “SFE(3) = SO(3) x R*” where x is the semi-direct product [40]
on the groups SO(3) and R3. We forgo this algebraic detail as we are not interested
in the group properties of SE(3). We are only interested in SFE(3) as a metric space.



Explicit 6DOF Planner 7

in general not possible (i.e., the footprint of B may not be semi-algebraic).
But we can use the theory of soft predicates to design practical solutions.
(C4) The last challenge is to make the numerical/geometric computations “ex-
plicit” as explained above. This amounts to designing predicates and ex-
plicit algebraic expressions which allow a direct implementation. In short,
we must avoid iterative procedures or general polynomial system solvers.
Instead, we refine the general technique of Y5-decomposition from [22].

1.3 Literature Review

Lavalle [27] is a comprehensive overview of path planning; Halperin et al [21] gave
a general survey of path planning. An early survey is [50] where two universal
approaches to exact path planning were described: cell-decomposition [37] and
retraction [36,35,7]. Since exact path planning is a semi-algebraic problem [38], it
is reducible to general (double-exponential) cylindrical algebraic decomposition
techniques [4]. But exploiting path planning as a connectivity problem yields
singly-exponential time (e.g, [15]). The case of a planar rod (called “ladder”) was
first studied in [37] using cell-decomposition. More efficient (quadratic time)
methods based on the retraction method were introduced in [41,42].

Spatial rods were first treated in [39]. The combinatorial complexity of its
free space is 2(n?) in the worst case and this can be closely matched by an
O(n**€) time algorithm [25]. Lee and Choset [28] gives a planner for a 3D rod
using a retraction approach. Outside of the SSS planners, perhaps the closest
to this paper is Nowakiewicz [34, p. 5383], who uses subdivision of the Cubic
Model. But like many subdivision methods, this approach ultimately takes sam-
ple configurations (at the corners or centers) in subdivision boxes, and is actually
a sampling method. The results were very favorable compared to pure sampling
methods (PRM). For sampling-based planners, the main predicate is checking if
a configuration is free; this is well-known collision-detection problem [31].

The theory of soft subdivision search is the first complete theory of path
planning that overcomes the halting issue in non-exact planners. The following
series of papers demonstrate that this theory leads to implementable algorithms
whose efficiency beats the state-of-the-art sampling methods, up to 5 DOFs:
[47,46,32,49,56,22].

There is a persistent misunderstanding of the fundamental “Zero Problem” of
path planning. Since the problem has various names (“disconnection proof” [3],
“non-existence of path” [52], “infeasibility proof” [30], etc), we will simply call it
the NOPATH problem, and separately review this literature in [53, Appendix A].

1.4 Overview of Paper

Notation: We use bold font for vectors. E.g., p € Z where p = (pg,py,p=). Ele-
ments in SO(3) are viewed either as 3 x 3 rotation maltrices or as unit quater-
nions. In the latter case, we write ¢ = (qo, - .. ,q3) = qo+ig1 +jg2+kgs € SO(3).

In Sect. 2, we present the axiomatic framework for SSS theory, and prove
the Fundamental Theorem of SSS. In Sect. 3, we introduce the main geometric
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primitive in the design of a soft predicate for the Delta Robot. Various techniques
for its explicit evaluation are presented. Sect. 4 describes the data structures for
representing Cubic Model SE(3) of SE(3). We conclude in Sect. 5.

Because of space limitation, additional details are deferred to five Appendices
in the full version of this paper [53]: App. A reviews the NOPATH literature.
App. B reviews basic concepts of SSS. App. C gives explicit “parameterized
collision detection predicates” for special Ya-sets. App. D gives details about
the adjacency structures for SE(3). App. E proves the Fundamental Theorem.

2 The Fundamental Theorem of SSS

The Fundamental Theorem is about the SSS framework, which we review in [53,
Appendix BJ. This framework uses two standard data structures: a priority queue
@ and a union-find structure U. The queue @ holds boxes in R%, and U maintains
connectivity of boxes through their adjacency relations (B, B’ are adjacent if
dim(B N B’) =d—1). SSS has 3 subroutines.

— Subroutine B + @).GetNext() that removes a box B of highest priority from
Q. The search strategy of SSS amounts to defining this priority.

— Subroutine Expand(B) that splits a box B into its set of children (subcells).

— A classifier C' that assigns to each box B one of three values C(B) €
{FREE, STUCK, MIXED}.

The search strategy has no effect on correctness, but our axioms will impose
requirements on the other two subroutines.

2.1 The spaces of SSS Theory: W, X,Y and Z

Before stating the axioms, we review some spaces that are central to SSS theory.

Call W :=R? the computational space because the SSS algorithm operates
on boxes in W. Here, d > 1 is at least the degree of freedom (DOF) of our robot.
For SE(3), we choose d = 7 (not d = 6) because we embed SO(3) in R?* to
achieve the correct topology of SO(3). Let W = OR? denote® the set of tiles
where a tile is defined to be a d-dimensional, compact and convex polytope of
R<. Subdivision can be carried out using tiles (see [48]). By a subdivision of
a tile B, we mean a finite set of tiles {Bj, ..., B,,} such that B = |J/*, B; and
dim(B;NB;) < d for all i # j. Suppose Expand is a non-deterministic (i.e., multi-
valued) function on B € OW such that Expand(B) is a subdivision of B. Using
Expand, we can grow a subdivision tree 7 (B) rooted in B € OW, by repeated
application of Expand to leaves of 7(B). The set of leaves of T(B) forms a
subdivision of B. General tiles are beyond the present scope; so we restrict them
to axes-parallel boxes in this paper.

9 In [48], tiles were called test cells. The present tiling terminology comes from the
literature on tiling or tessellation.
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Next, X :=Cgpace(Ro) is the configuration space of our robot Ry. The
robot lives in some physical space Z:=RF (typically k = 2,3), formalized
via the robot’s footprint map Fp = Fp™ : X — 2% (power set of Z).
In path planning, the input includes an obstacle set {2 C Z. This induces
the clearance function C? : X — Rso where C4():=Sep(Fp(v),{2)) and
Sep(A, B) := inf,c a pep ||a—b|| denotes the separation between sets A, B C Z.
We say « is free iff C4(y) > 0. Finally, Y := Crec(Ro, §2) is the free space,
comprised of all the free configurations.

What kind!'® of mathematical spaces are W, X,Y, Z? Minimally, we view
them as metric spaces, each with its own metric: dy, dx,dy,dz. Since Z, W are
normed linear spaces, we can take dz(a,b):=|a — b|| (a,b € Z), and similarly
for dy . Here, || - || is the Euclidean norm, i.e., 2-norm. Since Y C X, we can take
dy to be dx. But what is dx? The space X can be'! very diverse in robotics.
For this paper, we assume X = X! x X7 is the product of two metric spaces, a
translational (X*,d7) and rotational (X", dg) one. There are standard choices
for dr and dg in practice. We can derive the metric dx from dr and dg in several
ways. If a = (a®,a"),b = (b%,b") € X, we have three possibilities:

dx (a,b) = \/(dr(a’,0"))2 + A - (dr(a,b"))? (1)
dx (a,b) := max {dr(a’,b"), A - dr(a”,b")} (2)
dx(a,b) :=dr(a’,b") + X - dr(a”,b") (3)

where A > 0 is a fixed constant. For definiteness, this paper uses the definition of
(3) with A = 1. To understand the use of A, recall that X" is a compact (angle)
space and so dg is bounded by a constant. We can take A\ to be radius of the
ball containing!? Ry and centered at the relative center of Ry. In this way, the
pseudo-metric dy(a,b) (see next) bounds the maximum physical displacement.

We also need a pseudo-metric on X induced by the footprint map: given sets
A, B C Z, let dg(A, B) denote the standard Hausdorfl' distance between them
[26, p.86]. Given v,+" € X, we define

du(v,7") = du(Fp(y), Fp(')),

called the Hausdorff pseudo-metric on X. Although the original Hausdorff
distance dy is a metric on closed sets, the induced dg is only a pseudo-metric
in general: dg(y,7') = 0 may not imply v = +'. E.g., if Ry is a rod, two config-
urations can have the same footprint.

The case of X = SE(3): Here X! = R and X" = SO(3). As X! = Z,
we can choose dr = dz as above. Mathematically there is a natural choice for
dr as well: if M, N € SO(3) are viewed as 3 x 3 rotation matrices, we choose

10 These spaces have many properties: this question asks for the minimal set of prop-
erties needed for SSS theory.

11 For instance, if X is the configuration space of m > 2 independent, non-intersection
discs in R?, then X is a subset of R?™ whose characterization is highly combinatorial.

!2 For a rigid robot Ry, we identify it with its footprint at 0 = (0;,0,) € X* x X". The
relative center of Ry is the point ¢ € Z which is invariant under any pure rotation
~v = (04, q). Typically, we choose ¢ to belong to Ry C Z.
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dr(M,N) = || log(MNT)|| where log(MNT) is an angular measure; see Huynh
[24] who investigated 6 metrics @; (i = 1,...,6) for SO(3). Our dp is the natural
metric denoted ¢ in [24].

Normed linear spaces. It is not enough for Z and W to be metric spaces.
For example, we need to decompose sets in Z using Minkowski sum A & B. For
W, we need to scale a tile B by some ¢ > 0 about a center mpg € B, denoted
oB. This is used in defining o-effectivity. These construction exploit the fact
that Z, W are normed linear spaces.

2.2 Subdivision Charts and Atlases

We must now connect W and X. Subdivision in Euclidean space is standard,
but the configuration space X is rarely Euclidean so that we cannot subdivide X
directly. To solve this, we use the language of charts and atlases from differential
geometry. By a (subdivision) chart of X, we mean a function h : B — X
where B € W and h is a homeomorphism between B and its image h(B) C X.
An (subdivision) atlas of X is a set p = {p; : t € I} for some finite index set
I such that each p; (t € I) is a chart, and if X; C X is the image of p, then
dim(p; (X N X,)) < d (t # s). From p, we can construct a tile model of
X, denoted X, that is homeomorphic to X via a map i : X — X, (see [53,
Appendix B.2]). Note that  is basically the inverse of the p,’s: if x € By, then
il (2) = .

A chart p: By — X is good if there exists a chart constant Cy > 0 such

that for all ¢,¢' € By, 1/Cy < %W < Cy. The subdivision atlas is good
if there is an atlas constant Cy that is common to its charts.

The case of X = SFE(3): First consider X" = SO(3), viewed as unit
quaternions: the 4-cube [—1,1]* has eight 3-dimensional cubes as faces. After
identifying the opposite faces, we have four faces denoted C,,, Cy, Cy, C, (as il-
lustrated in Figure 2). Let I:= {w,z,y,2z} = {0,1,2,3} and ¢t € I. We view
C; as a subset of R* where q = (qo,...,q3) € C; implies ¢; = —1. Define the
chart: py : Cy — SO(3) by wi(q) = q/llgl| (t € I,q € Ct). The cubic atlas
for SO(3) is pp = {pt : t € I'}. The construction in [53, Appendix B.2] of the
quotient space X, is called the cubic model of SO(3), also denoted 55(3)
Moreover, our special construction ensures that X}, is embedded in R%. There-

fore SE(3):=R3 x SO(3) can be embedded in R7. We define W :=RT.

2.3 The Axioms

We now state the 5 axioms in terms of the spaces X,Y, Z, W. Please refer to
[63, Appendix B] for the definitions of the terms used here.

(A0) (Softness) C is a soft classifier for Y C X.

(A1) (Bounded dyadic expansion) The expansion Expand(B) is dyadic and there
is a constant Dy > 2 such that |[Expand(B)| < Dy, and each B’ € Expand(B)
has at most Dy vertices and has aspect ratio at most Dy.
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(A2) (Pseudo-metric dy is Lipschitz) There is a constant Ly > 0 such that for
all v,9" €Y, du(v,7) < Lo - dx(v,7).
(A3) (Good Atlas) The subdivision atlas p has an atlas constant Cy > 1:

eodw (E(), B(Y)) < dx(7,7") < Co - dw (7(7), 7(Y'))

(A4) (Translational Cells) Each box B COW has the form B = B x B" where
B! € 0Z and Fp(B) = B! @ Fp(B"). Such boxes'? are called transla-
tional.

Theorem 1 (Fundamental Theorem of SSS). Assuming Azioms (AO0)-
(A4). If the soft classifier is o-effective, then SSS Planner is resolution exact
with resolution constant

K= L()C()D()O'

Application to our SE(3) path planner: For our SE(3) robot design,
Expand(B) has at most 2¢ congruent subboxes. Thus, we can choose Dy = 2¢ of
Axiom (A1). We can easily show that the the cubic atlases for SO(3) is good.
However, to prove the exact bound for the distortion constant Cy for SO(n), we
need the tools of differential geometry as in [54]. The remaining issue is Axiom
(A0), that classifier C must be o-effective for some o > 1. We will develop C' in
the next section and prove that it is (2 4 v/3)-effective. Hence the Fundamental
Theorem implies our SE(3) planner is resolution exact.

Next we briefly comment on these axioms. Axiom (A1) refers to “dyadic
expansion™ a tile is dyadic if its vertices are represented exactly by dyadic
numbers (binary floats). Dyadic subdivision means that each tile is the expansion
remains dyadic — this implies that we can carry out subdivision without any
numerical error. Axiom (A2) shows that the Hausdorfl pseudo metric dpy is
Lipschitz in the metric dx . This is actually a strengthening of the original axiom.
It is strictly not necessary for the Fundamental Theorem.

We said that the advantage of the axiomatic approach is that it tells us
precisely which axioms are needed for any property of our SSS planner. In par-
ticular, [48, Theorem 2] shows that Axioms (AO0) and (A1) ensure the SSS
planner halts. Very often, roboticists argue the correctness of their algorithms
under the assumption of exact predicates and operations. What can we prove
if the soft predicate of Axiom (AOQ) were exact? Then it can be shown [48, The-
orem 3| that when the clearance is > 2CyDyLoe, the planner produces a path
under Axioms (A0)-(A3). But what if we want an e-exact algorithm? That
means that an output of NO-PATH comes with a guarantee the clearance is < Ke
for some K. For such a result, [48, Theorem 5| invokes the problematic Axiom
(A4). We fix this issue in [53, Appendix E].

13 The original definition of translational cells in [48] reads as follows: there is a constant
Ko > 0 such that if B €[1X is free, then its inner center co = co(B) has clearance
CK(CO) Z Ko . To(B).
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3 Approximate Footprint for Delta Robot: Computational
Techniques

In this section, we describe the design of the approximate footprint of a box,
and the techniques to compute the necessary predicates explicitly.

Axiom (AO) requires an effective soft predicate for boxes B € OW. To com-
pute the exact classifier function, C'(B) € {FREE, STUCK, MIXED}, the method of
features [46] says that it can be reduced to asking “is Fp(B) N f empty?” for
features f € @({2). Since the geometry of Fp(B) is too involved, the paper [22]
introduced the idea of approximate footprint }%(B) as substitute for F'p(B).
To achieve soft predicates with effectivity o > 1, we need:

Fp(B) C Fp(B) C Fp(oB). (4)

We say Fp is o-effective if it satisfies (4) for all B.

3.1 Design of Fp(B) for Delta Robot

Fig. 3: Approximate rotation footprint FA'})(B’“). Cf. Fig. 1(c).

Given B = B! x B", we have Fp(B) = B'® Fp(B") (by translational axiom
(A4)). Its approximate footprint of B is

Fp(B):= Ball(B") & Fp(B") (5)
where ngo(BT) = U?:l P,=S,USgUCylUCones UConeg U Pyr.

The sets P, ..., P are comprised of two balls (5S4, Sg), a cylinder Cyl, two
finite cones (Conea,Coneg) and a convex polytope Pyr (a pyramid with a
rectangular base). The approximate footprint of B" is illustrated in Figure 3.
See [53, Appendix C|]. In [53, Appendix E] we prove the following:

Theorem 2. The approzimate footprint of the Delta Robot is o-effective where
o=(2++3)<38.
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Theorem 3 (Correctness of Delta Robot Planner). Our SSS planner for
the Delta Robot is resolution exact with constant K = 46 + 6v/2 < 18.3.

Note that such constant is not excessive as it just means that we need at most
five additional subdivision steps (2° > 18.3) to reach any desired resolution.

3.2 Parametric Separation Query and Boundary Reduction

Detecting collision [31] between two Euclidean sets A, C' C Z amounts to query-
ing if their separation is positive: Sep(A,C) > 0. We generalize it to the query
“Is Sep(A, C) > s?” which we call a parametric separation query (with pa-
rameter s). Note that we need not compute the Sep(A, C') to answer this Yes/No
query. The parametric query is useful because we are often interested in fat ob-
jects, i.e., sets of the form A @ Ball(s). Detecting their collision with C' reduces
to a parametric query on A as in this simple lemma:

Lemma 1. Let A,C C R"™ be closed sets. Then (A @ Ball(s)) N C is empty iff
Sep(4,C) > s.

In this and the next two subsections, we discuss techniques that are used
to reduce the parametric separation query into ultimately explicit and imple-
mentable subroutines. Initially, the sets A,C in Lemma 1 are the approximate
footprint A = Fp(B) (see (5)), and C' = 2. Since F'p(B) is a fat version of
}/':p(B’"), we can replace FA'E)(B) by FA’;)(BT). Using our method of features ([53,
Appendix B]), we can replace C by a feature f of 2. Remark: this technique
could be used to simplify similar computations in the rod robot in [22].

Next, we address the problem of computing the separation Sep(A, B) =
inf {|la — b : a € A,b € B} between two closed semi-algebraic sets A, B C R3.
Note that A is semi-algebraic means that it is the set of points that satisfy a
set of equations and/or inequalities. If only equations are used, then A is alge-
braic. We say A is simple if there is a unique algebraic set A such that A C A
and dim(A4) = dim(A). Call A the algebraic span of A. For instance, every
feature f € @(£2) is simple since, when A is a point/line-segment /triangle, then
A is a point/line/plane ({2 is rational). But if dim(A) = 3 then A = R3.

For any two closed sets A, B, let ¢p(A, B) be the closest pair set of (a,b) €
A° x B°® such that (a,b) is a locally closest pair. Here A° is the relative interior
of Ain A (e.g.,if Ais a closed line segment, A° is a relatively open line segment).
Using the algebraic spans A and B, the set cp(A, B) is (generically) contained
in a finite zero-dimensional algebraic set S. Then cp(A, B) = SN (A° x B°).

Let us illustrate this idea. Assume the algebraic span A is the curve defined
by the polynomial system f; = fo = 0; similarly B is the curve g1 = g5 = 0.
Then the closest pair (p,q) € A° x B° is among the solutions to the system

0= fi(p) = f2(p)

0=g1(q) = g2(q) ©6)
0={((p—q),Vfi(p) x Vfa(p))

0={((P—q),Vgi(q) x Vg2(q))
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where V f; is the gradient of f;, u x v and (u, v) are the cross-product and dot
product of u,v € R3. Note that (6) is a square system in 6 unknown variables
(p, @) and generically has finitely many solutions. We say (A4, B) is degenerate
if the system has infinitely many solutions. The degenerate case is easily disposed
of. Other examples of such computation are given in [53, Appendix C]. Using
ep(A, B), we now have a simple “reduction formula” for Sep(A4, B):

Lemma 2 (Boundary Reduction Method). Let A C R? be a simple closed
semi-algebraic set, and [ be a feature. Assume AN clos(f) = 0 where clos(f) is
the closure of f. Then Sep(A, clos(f)) > s iff

(Qo>9)N(Qf >s)AN(Qa > 9)
where Qo := min{|la — b| : (a,b) € cp(4, B)},
Qs :=Sep(9A4, f),

QA = Sep(Av af)
By definition, Qo = oo if cp(A, B) is empty, and Q4 = oo if f is a corner.

This lemma reduces the parametric query to checking @; > s for all i =
0,A, f. Note that Qg > s can be reduced to solving a system like (6). By
the method of features, checking if Sep(4,{2) > s can be reduced to check-
ing if Sep(A4, f) > s for all features f € ®(f2). Inevitably, we check all the
(¢ —1)-dimensional features before checking the i-dimensional features (i = 1,2).
Therefore, in application of this lemma, we would already know that Q4 > s is
true. Ultimately, the query reduces to an easy computation of Sep(a, f) > s or
Sep(A4, a) > s where a is a point. This technique had been exploited in our work,
but becomes more important as the primitives becomes more complex. See its
application in the next subsection and in [53, Appendix C].

3.3 On the X3 Decomposition Technique

The reduction technique of Lemma 2 does not work when A is a complex 3-
dimensional object like our approximate footprint. More precisely, the reduc-
tion requires us to characterize the various semi-algebraic patches that form the
boundary of A. Instead, we use a different approach based on expressing A as a
XYo-set as first introduced in [22].

First, we say that a set B C R? is elementary if B = {x € R*: f(z) < 0}
for some polynomial f(X,Y,Z) of total degree at most 2, and the coefficients
of f are algebraic numbers. Thus elementary sets include half-spaces, infinite
cylinders, doubly-infinite cones, ellipsoids, etc. In our Delta robot, we will show
that the algebraic coefficients of f are degree < 2; by allowing a small increase in
the effectivity constant, we can even assume degree 1 (i.e., f(X,Y, Z) has integer
coefficients). Next, a IT;-set is defined as a finite intersection of elementary sets,
and a Xs-set is a finite union of IT;-sets. So A is a Xs-set if it can be written as
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where each A;; is an elementary set, and each A; = ﬂ”zl A;ij is a II1-set. We
allow A;; = () to simplify notations. The simple double loop below can answer
the question: “Is f N A empty?” In [53, Appendix C| we show that our 1,779(3)
is a Xo-set.

X5-Collision Detection(f, A):
Input: f and A =2, Nj_; Aij-
Output: success if AN f =0, failure else.
Fori=1tom
R+ f
For j=1ton
R+ RN Aij (*)
If R=0 break < exit current loop
If R # (), return failure
Return success

The step (*) maintains R as the intersection of f with successive primitives.
If f is a point or a line segment, this is trivial. When f is a triangle, this could
still be solved in our previous paper for rod and ring robots [22]. But the present
AOB robot requires us to maintain a planar set bounded by degree 2 curves;
this requires a non-trivial algebraic algorithm. We do not consider this “explicit”.
Our solution is to explicitly write A = |J;Z, A; where each A; = ();_, Ai; has a
very special form, namely, a convex and bounded II;-set of the following types:

right cylinder, right cone, right frustum, convex polyhedron. (7)

By right cylinder, we mean that it is obtained by intersecting an infinite cylinder
with two half-spaces whose bounding planes are perpendicular to the cylinder
axis. The notion of right frustum is similar, but using a doubly-infinite cone
instead of a cylinder. Thus the two “ends” of a right cylinder and a right frustum
are bounded by two discs, rather than general ellipses. A right cone is a special
case of a right frustum when one disc is just a single point.

We call the sets in (7) special II;-sets. A finite union of special II;-sets is
called a special Y5-set. While the above Ys-collision detection does not extend
to parametric queries, this becomes possible with special Ys-sets:

Theorem 4 (Parametric Special I1;-set queries).
There are explicit methods for parametric separation queries of the form “Is
Sep(P, f) > s?” where P is a special II1-set and f is a feature.

REMARK: In [53, Appendix C|, we introduce a further simplification to

show that FA'E)(B) is the union of “very special” Xs-sets which are defined by
polynomials of degree 2 whose coefficients have algebraic degree 2.

4 Subdivision in §l\7)(3): Adjacency and Splitting

We now address subdivision in the space @(3) = R3 x §5(3) Let a box B
in SE(3) be decomposed as B x B" where B! € OR? and B" € 0SO(3). B!
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is standard, but B" is slightly involved as shown next. Given an initial box
By = Bl xSO(3), the SSS algorithm will construct a subdivision tree T = T (By)
that is rooted at By. The leaves of T represent the (current) subdivision of
By. We need an efficient method to access the adjacent boxes in the (current)
subdivision. The number of adjacent boxes is unbounded; instead, we maintain
only a bounded number of “principal” neighbors from which we can access all the
other neighbors. For R™, this has been solved in [1] using 2n principal neighbors.
We will show that for §5(3) boxes, 8 principal neighbors suffice. So 14=6+8
principal neighbors suffice for boxes in 7 (By).

It remains to discuss principal neighbors in §5(3) Following Section 2.2
and Figure 2, 55(3) can be regarded as the union of four cubes, §5(3) =
U?_C; where C; := {(ao,...,a3) € [-1,1]* : a; = —1}. The indices in (0,1,2,3)
will also be identified with (w,z,y, 2): thus Cy = C,, C; = C,, etc. Let d €
{xeo, ..., tes} identify one of the 8 semi-axis directions (here e; denotes the i-th
standard basis vector). If two boxes B and B’ are neighbors, there is a unique d

such that B’ is adjacent to B in direction d, denoted by B 4 B I general,
B’ is not unique for a given B and d. See [53, Appendix D.1| for details.

We now describe the subdivision tree rooted at §5(3): the first subdivision is
special, and splits §5(3) into 4 boxes C; for i = 0, 1,2, 3. Subsequently, each box
is split into 8 children in an “octree-type” split. Each non-root box B maintains
8 principal neighbor pointers, denoted B.d (d € {#%ey,...,*tes}). However,
only 6 of these pointers are non-null: if B C C; then B.d is null iff d = +e;. The
non-null pointer B.d points to the principal d-neighbor of B, which is defined
as the box B’ that is a d-neighbor of B whose depth is mazimal subject to the
restriction that depth(B’) < depth(B). Note that B’ is unique and has size at
least that of B. The non-null pointers for B are set up according to two cases.
Case B = C;: BEach B.d = C if d = +e; and j # i (see Fig. 2). Case B # C;:
Three of the non-null pointers of B point to siblings and the other three point
to non-siblings, and are determined as in [53, Appendix D].

5 Conclusion

Limitations. We are currently in the midst of implementing this work. We are
not aware of any theoretical limitations, or implementability issues. One concern
is how practically efficient is the current design (cf. [22, Sect. 1, Desideratal). It
is possible that additional techniques (mostly about searching and/or splitting
strategies) may be needed to achieve real-time performance.

Extensions and Open Problems. Our SSS path planner for the Delta Robot
is easily generalized to any “fat Delta robot” defined as the Minkowski sum
AOB @ B(r) of AOB with a ball B(r). Here are two useful extensions that
appear to be reachable: (1) Extensions would be to “complex SE(3) robots”,
where the robot geometry is non-trivial. In principle, the SSS framework allows
such extensions [48]. (2) Spatial 7-DOF Robot Arm. In real world applications,
robot arms normally need more than 6 degrees of freedom. In this case, the
configuration space is a product of 2 or more rotational spaces.
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