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We consider finite-state finite-action Markov decision processes which accumulate both a reward and a cost at each decision epoch. We study the problem of finding a policy that maximizes the expected long-run average reward subject to the constraint that the long-run average cost be no greater than a given value with probability one. We establish that if there exists a policy that meets the constraint, then there exists an ε-optimal stationary policy. Furthermore, an algorithm is outlined to locate the ε-optimal stationary policy. The proof of the result hinges on a decomposition of the state space into maximal recurrent classes and a set of transient states.

1. Introduction. We consider the Markov decision problem of locating a policy that maximizes over all policies $\pi$ the expected average reward

$\phi(\pi) = \mathbb{E}_{\pi}^\infty \left[ \liminf_{n \to \infty} \frac{1}{n} \sum_{m=1}^{n} r(X_m, A_m) \right]$

subject to the sample path constraint

$\mathbb{P}_{\pi}^\infty \left[ \limsup_{n \to \infty} \frac{1}{n} \sum_{m=1}^{n} c(X_m, A_m) \leq \alpha \right] = 1.$

Here, $(X_n)$ is the state process taking values in the finite state-space; $(A_n)$ is the action process taking values in the finite action space; $\Delta$ is the initial state assumed to be fixed and given; $r(\cdot, \cdot)$ and $c(\cdot, \cdot)$ are the rewards and costs, respectively, as functions of the current state and action chosen; $\alpha$ is the constraint value, below which the long-run average cost must fall with probability 1. We refer to the constraint (2) as the “sample path constraint”.

For general multichain Markov Decision Processes (MDPs) we establish that if there exists a policy that meets the sample path constraint, then there exists an ε-optimal stationary policy. Furthermore, an algorithm to locate the ε-optimal policy is outlined. The results presented here rely on our results in [12] where communicating MDPs with a sample path constraint are considered.

The sample path constraint resembles a more commonly studied constraint of requiring the time average expected cost to be $\leq \alpha$ (see [5], [6], [7], [8], [11], [4], [11]), which we refer to as the “expectation constraint.” Indeed, if the MDP satisfies the unichain condition, then an optimal policy with the sample path constraint is optimal with the expectation constraint and vice versa [12]. But the two criteria are different.
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for many nontrivial problems, as a policy which is optimal with the expectation constraint may not even satisfy the sample path constraint [12]. One frustrating property of the expectation constraint is that there does not in general exist an optimal or ε-optimal stationary policy [7], [8]. Therefore it is difficult, if not impossible, to develop efficient algorithms to locate ε-optimal policies in the presence of an expectation constraint.

The main idea behind the proof of our result is to decompose the state space into "strongly communicating classes" and a set of transient states. This decomposition is similar in spirit to a classification given by Bather [2]. For each of the strongly communicating classes, an ε-optimal stationary policy is then found in the corresponding "restricted MDP". Finally, the ε-optimal stationary policy for the original problem is obtained by solving an unconstrained \("intermediate\) MDP. The intermediate MDP is shown to be equivalent to an \("aggregated\) MDP, where there is one state for each strongly communicating class and one state for each transient state.

The decomposition of the state space into strongly communicating classes, along with the properties of this decomposition and the intermediate MDP, can be applied to other multichain MDP problems. The technique appears particularly appropriate for MDPs with nonstandard criteria, such as sample path constraints as studied here or variability sensitive MDPs as studied in [3].

This paper is organized as follows. We give our notation for MDPs in §2. In §3 the decomposition is introduced and is shown to have several interesting properties. An algorithm to locate the strongly communicating classes is outlined and an example is given. In §4 the existence of an ε-optimal stationary policy for MDPs with a sample path constraint is established. In §5, we briefly discuss the equivalence between the intermediate MDP and the aggregated MDP.

2. Preliminaries. Let \( \mathcal{S} \) and \( \mathcal{A} \) denote the finite state and action space, respectively. The underlying sample space for the MDP is

\[
\Omega = \{(x_1, a_1, x_2, a_2, \ldots) : x_n \in \mathcal{S}, a_n \in \mathcal{A} \text{ for all } n = 1, 2, \ldots\}.
\]

Throughout, the sample space \( \Omega \) will be equipped with the \( \sigma \)-algebra generated by the random variables \((X_n, A_1, X_2, A_2, \ldots)\). In this paper we consider optimizing over the set of all policies, which includes randomized as well as past-dependent policies (see [5], [8]). Denote \( p_{x,a}, x \in \mathcal{S}, a \in \mathcal{A}, y \in \mathcal{S} \), for the law of motion for MDP, i.e., for all policies \( \pi \) and all epochs \( n \)

\[
P_{\pi}(X_{n+1} = y | X_1, A_1, \ldots, X_{n-1}, A_{n-1}, X_n = x, A_n = a) = p_{x,y}^{\pi}.
\]

In general a policy may be difficult to implement since it depends on the entire past history of the process. We are therefore motivated to study smaller and more appealing classes of policies. A policy \( \pi \) is said to be stationary if the choice of action depends only on the current state of the process; denote \( f(x, a) \) for the probability of choosing action \( a \) when in state \( x \). A stationary policy \( \pi \) is said to be pure or nonrandomized if for each \( x \in \mathcal{S} \) there is an \( a \in \mathcal{A} \) such that \( f(x, a) = 1 \). A pure policy can be represented by a mapping \( g \) from the state space \( \mathcal{S} \) to the action space \( \mathcal{A} \).

Under any stationary policy \( \pi \), the state process \((X_n)\) is a Markov chain with transition matrix \( \Pi(\pi) \) with components given by

\[
P_{\pi}(f) = \sum_{a \in \mathcal{A}} p_{x,a} f(x, a).
\]
A transition matrix P(f) is said to be unichain if it has at most one recurrent class plus a (perhaps empty) set of transient states.

3. Decomposition of MDPs.

**Definition 1.** A set of states \( \mathcal{E} \subseteq \mathcal{X} \) is said to be a strongly communicating class if (i) \( \mathcal{E} \) is a recurrent class for some stationary policy; (ii) \( \mathcal{E} \) is not a proper subset of some set \( \mathcal{E}' \) for which (i) holds true.

Let \( \mathcal{J} \) be the (possibly empty) set of states that are transient under all stationary policies. Let \( \{\mathcal{E}_1, \ldots, \mathcal{E}_t, \mathcal{J}\} \) be the collection of all strongly communicating classes.

**Proposition 1.** The collection of sets \( \{\mathcal{E}_1, \ldots, \mathcal{E}_t, \mathcal{J}\} \) forms a partition of the state space \( \mathcal{X} \).

**Proof.** It is clear that the collection covers \( \mathcal{X} \) and that none of the strongly communicating classes intersect \( \mathcal{J} \). It remains to show that if \( \mathcal{E} \) and \( \mathcal{E}' \) are two strongly communicating classes that are not disjoint, then \( \mathcal{E} = \mathcal{E}' \). Let \( f \) (respectively \( f' \)) be a stationary policy under which \( \mathcal{E} \) (respectively \( \mathcal{E}' \)) is a recurrent class. Consider a policy \( \tilde{f} \) defined as follows:

\[
\tilde{f}(x, a) = \begin{cases} 
  f(x, a), & x \in \mathcal{E} - \mathcal{E}', a \in \mathcal{X}, \\
  f'(x, a), & x \in \mathcal{E}' - \mathcal{E}, a \in \mathcal{X}, \\
  \frac{1}{2} [f(x, a) + f'(x, a)], & \text{otherwise}.
\end{cases}
\]

The transition matrix associated with \( \tilde{f} \) is given by

\[
P_{\tilde{f}}(x, \cdot) = \begin{cases} 
  P_{\tilde{f},i}(f), & x \in \mathcal{E} - \mathcal{E}', \\
  P_{\tilde{f},i}(f'), & x \in \mathcal{E}' - \mathcal{E}, \\
  \frac{1}{2} [P_{\tilde{f},i}(f) + P_{\tilde{f},i}(f')], & \text{otherwise}.
\end{cases}
\]

Let \( \tilde{E} = \mathcal{E} \cup \mathcal{E}' \). Since \( \mathcal{E} \) and \( \mathcal{E}' \) are not disjoint, it follows from (3) that all states in \( \tilde{E} \) are accessible from each other under \( \tilde{f} \). Moreover, it follows from (3) and the fact that \( \mathcal{E} \) and \( \mathcal{E}' \) are closed under \( f \) and \( f' \), respectively, that \( \tilde{E} \) is closed. Hence \( \tilde{E} \) is recurrent class under \( \tilde{f} \), which implies that \( \mathcal{E} = \mathcal{E}' \) since both \( \mathcal{E} \) and \( \mathcal{E}' \) are strongly communicating classes.

Bather [2] gives a classification of states that is in the same spirit as ours. (Bather considers unconstrained optimization over pure policies of finite-state MDPs with compact action spaces.) Although Bather's classification is very insightful, it is cumbersome to work with in terms of establishing our main existence result in the subsequent section. Plattman [10] defines the notion of a "connected class" for a finite MDP. A connected class is always a strongly communicating class but not vice versa. (In fact, the connected classes are the strongly communicating classes obtained at level 1 in the following algorithm.)

We now outline an algorithm which determines the strongly communicating classes. We refer to the original MDP as being in level 1. First, partition the state space into communicating sets, where \( x \) and \( y \) are in the same set of the partition if and only if there exists a stationary policy \( f \) such that \( x \) is accessible from \( y \) and \( y \) is accessible from \( x \). (A state is always assumed accessible from itself.) This partition is easily found with a standard depth-first algorithm. One or more of these communicating sets is guaranteed to be closed. (A communicating set is closed if it is impossible to leave it.) Each of these closed communicating sets is then labeled a strongly commu-
nating class. It then remains to classify the states in the "open" communicating classes. We consider each open communicating class, say $\mathcal{D}$, separately. We now delete all actions $a$ associated with states $x \in \mathcal{D}$ for which $p_{x,a} > 0$ where $p$ is not in $\mathcal{D}$. Having reduced the action spaces, we then remove from $\mathcal{D}$ any state $x$ for which the associated action space is now empty and put that state in $\mathcal{F}$. We continue to reduce $\mathcal{D}$ and the actions associated with $\mathcal{D}$ in this manner until we obtain a set $\mathcal{D}' \subseteq \mathcal{D}$ such that (i) each state in $\mathcal{D}'$ has at least one action associated with it; (ii) it is not possible to leave $\mathcal{D}'$ with any of the remaining actions. Refer to the MDP over $\mathcal{D}'$ with the reduced action space as being in level 2. We then repeat the entire procedure over $\mathcal{D}'$, i.e., we find the closed and open communicating classes in $\mathcal{D}'$, label the closed classes as strongly communicating classes, and then examine each of the open communicating classes in $\mathcal{D}'$ separately. In general, this depth-first algorithm could descend as many as $|\mathcal{F}|$ levels.

A more formal statement of the algorithm along with a proof of its correctness is given in [14]. Moreover, it is shown in [14] that the worst case complexity of the algorithm is $O(|\mathcal{F}|^2 |\mathcal{D}'|)$.

Figure 1 depicts an example with six states. States 1 and 2 each have one action, whereas the remaining states each have two actions. A single arrow corresponds to action 1 and a double arrow corresponds to action 2. The numbers next to the arrows are the probabilities of the corresponding transitions. For example, when in state 3 and action 1 is chosen, the subsequent state is 2 with probability 1/2 and is 4 with probability 1/2; and when in state 3 and action 2 is chosen, the subsequent state is 3 with probability 1. The communicating sets in this example are $\{1\}$ and $\{2, 3, 4, 5, 6\}$. There are four strongly communicating classes: $\{1\}$, $\{3, 4\}$ and $\{5, 6\}$. The set of transient states is given by the singleton $\{2\}$. The algorithm would consider four levels in this example.

The concept of strongly communicating classes will also enable us to characterize the probabilistic behaviour of the MDP under general policies. Lemma 1 below states that the set $\mathcal{F}$ is "transient under all policies." Lemma 2 states that it is impossible (with probability 1) to be in a given strongly communicating class an infinite number of times. Let i.o. abbreviate infinitely often and a.a. abbreviate almost always. Let $[\cdot]$ denote the indicator function.

**Lemma 1.** For all policies $\pi$ and all initial states $x$,

$$P_w^\pi (X_n \in \mathcal{F} \text{ i.o.}) = 0.$$  

**Proof.** Fix an initial state $x$, define the expected total reward

$$v(\pi) = E_w^\pi \left[ \sum_{n=1}^{\infty} 1(X_n \in \mathcal{F}) \right].$$
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and consider the problem of maximizing $\nu(u)$ over all policies $u$. This is a total reward Markov decision problem (e.g., see [13, p. 133]), which is maximized by some pure policy $g$. But since $T$ is transient under all stationary policies, we have for all $u$

$$\nu(u) \leq \nu(g) = \sum_{n=1}^{\infty} P^u_n(X_n \in T) < \infty,$$

which in turn implies (4). □

**Lemma 2.** Let $C$ be a strongly communicating class. Then for all policies $u$ and all initial states $x$,

(5) $$P^u_n((X_n \in C \text{ i.o.}) \cap \{X_n \not\in C \text{ i.o.}\}) = 0.$$  

**Proof.** Fix an initial state $x$. Suppose that for some policy $v$,

(6) $$P^v_n((X_n \in C \text{ i.o.}) \cap \{X_n \not\in C \text{ i.o.}\}) > 0.$$  

Since the state space is finite, (6) implies the existence of an $\tilde{x} \in C$ and a $\tilde{y} \not\in C$ such that

(7) $$P^v_n((X_n, X_{n+1}) = (\tilde{x}, \tilde{y}) \text{ i.o.}) > 0.$$  

Now consider the expected total reward Markov decision problem of maximizing over all policies $u$

$$\nu(u) := E_u^x \sum_{n=1}^{\infty} \left[ r(X_n, A_n) \right],$$

where

$$r(x, a) := 1(x = \tilde{x}) p_{\tilde{x}y}.$$  

A straightforward calculation gives for all policies $u$,

(8) $$E_u^x \left[ \sum_{n=1}^{\infty} 1(X_n = \tilde{x}, X_{n+1} = \tilde{y}) \right] - \nu(u).$$

It follows from (7) and (8) that $\nu(v) = \infty$. This combined with the fact that $\nu(u)$ is maximized by some pure policy implies that

(9) $$\infty - \nu(g) = \sum_{n=1}^{\infty} P^u_n(X_n = \tilde{x}) P_{\tilde{x}y}(g)$$

for some pure policy $g$. Equation (9) implies that $\tilde{x}$ is recurrent under $g$ and that $\tilde{y}$ is accessible from $\tilde{x}$ under $g$. Hence, $\tilde{x}$ and $\tilde{y}$ belong to the same recurrent class under $g$. But this gives a contradiction since $C$ is a strongly communicating class such that $\tilde{x} \in C$ and $\tilde{y} \not\in C$. □

For each $i = 1, \ldots, l$, denote for all $x \in C_i$, the set

$$T_i := \{ a \in \mathcal{A}: p_{xay} = 0 \text{ for all } y \in C_i \}.$$  

Thus beginning in a state $x \in C_i$, the set $T_i$ contains the actions which guarantee that the state process will remain in the strongly communicating class $C_i$. Proposition
2 states that any "recurrent class associated with an arbitrary policy \( u \)" is contained within one of the strongly communicating classes. It also gives a key property of the action process \( \{A_n\} \).

**Proposition 2.** For all policies \( u \) and all initial states \( x \),

\[
\sum_{t=1}^{T} P_n^*(X_n \in \mathcal{C}, a, a, x) = 1
\]

and

\[
P_n^*(A_n \in \mathcal{S}, a, a, x) = 1.
\]

**Proof.** Equation (10) is an immediate consequence of Lemmas 1 and 2. Suppose that (11) is false for some \( u \) and some \( x \). As in the proof of Lemma 2, this implies that there is a state \( \tilde{x} \) belonging to some strongly communicating class \( \mathcal{C} \) and an action \( \tilde{a} \in \mathcal{A}_x \) such that

\[
P_n^*(X_n, A_n) = (\tilde{x}, \tilde{a}, i.o.) > 0.
\]

Continuing to parallel the proof of Lemma 2, the above implies the existence of a pure policy \( g \) such that \( \tilde{x} \) is a recurrent state under \( g \) and \( g(\tilde{x}) = \tilde{a} \). Since \( \tilde{a} \in \mathcal{A}_x \), this in turn implies the existence of a \( \tilde{x} \in \mathcal{C} \) that is accessible from \( \tilde{x} \) under \( g \). But this is a contradiction since \( \mathcal{C} \) is a strongly communicating class.

**Definition 2.** For each \( i = 1, \ldots, l \), we define a new MDP, called MDP\(_i\), as follows:

1. The state space is \( \mathcal{S}_i \).
2. For each \( x \in \mathcal{S}_i \), the set of available actions is given by the state-dependent action spaces \( \mathcal{A}_x \).
3. The laws of motion, reward function, and cost function are the same as for the original MDP but restricted to the state-dependent action spaces \( \mathcal{S}_i, x \in \mathcal{S}_i \).

The following proposition gives meaning to the previous definition. Its proof follows directly from Definition 1 and the definition of \( \mathcal{S}_i, x \in \mathcal{S}_i \). Recall that an MDP is communicating if the state space constitutes a single communicating set (e.g., see [1]).

**Proposition 3.** For all \( i = 1, \ldots, l \),

1. \( \mathcal{S}_i \) is nonempty for all \( x \in \mathcal{S}_i \).
2. \( \sum_{x \in \mathcal{S}_i} p_{a,x} - 1 \) for all \( a \in \mathcal{A}_x, x \in \mathcal{S}_i \).
3. MDP\(_i\) is a communicating MDP.

4. **Optimization with a sample path constraint.** We now address the constrained optimization problem discussed in the Introduction. Let \( \Delta \) be a fixed and given initial state. We shall say that a policy \( u \) is feasible if (2) is satisfied. Denote \( \phi^* \) for the supremum of \( \phi(u) \) over the class of all feasible policies. A policy \( u \) is said to be optimal if \( u \) is feasible and \( \phi(u) = \phi^* \). For a fixed \( \epsilon > 0 \), a policy \( u \) is said to be \( \epsilon \)-optimal if it is feasible and \( \phi(u) > \phi^* - \epsilon \).

We shall show that if there exists a feasible policy, then for each \( \epsilon > 0 \) there exists an \( \epsilon \)-optimal stationary policy. Verifiable sufficient conditions are also given for the existence of an optimal stationary policy. The proof of these existence results is carried out in three steps: first, for each \( i = 1, \ldots, l \), find an \( \epsilon \)-optimal stationary policy for MDP\(_i\) whenever a feasible policy for MDP\(_i\) exists; second, for each
associate a constant reward over all states in $\mathcal{C}_i$, and then find an optimal pure policy for the corresponding intermediate MDP; third, combine the $\epsilon$-optimal policies for the restricted MDPs with the optimal policy for the intermediate MDP to give an $\epsilon$-optimal stationary policy.

4.1. The restricted MDPs. Throughout this subsection fix an $i \in \{1, \ldots, I\}$. Consider the evolution of the state and action processes for MDP-$i$. For all $n = 1, 2, \ldots$, we have

$$X_n \in \mathcal{C}_i \quad \text{and} \quad A_n \in \mathcal{F}_{X_n}.$$ 

A policy $u$ and a fixed initial state $x \in \mathcal{C}_i$ determine a probability measure $P^u_n$ for the sample space associated with MDP-$i$. The corresponding expected average reward for MDP-$i$ is given by

$$\phi^*_i(u) := E^*_u \left[ \liminf_{n \to \infty} \frac{1}{n} \sum_{m=1}^{n} r(X_m, A_m) \right].$$

A policy $u$ is said to be feasible for MDP-$i$ if

$$P^u_n \left( \limsup_{n \to \infty} \frac{1}{n} \sum_{m=1}^{n} c(X_m, A_m) \leq \alpha \right) = 1$$

for all $x \in \mathcal{C}_i$.

For each MDP-$i$ we also need to introduce an associated Linear Program (LP) with decision variables $z(x, a), \; a \in \mathcal{F}_x, \; x \in \mathcal{C}_i$. Let $\delta_{xy} = 1$ if $x = y$ and $\delta_{xy} = 0$ otherwise.

LP-$i$:

$$t_i = \max_{x \in \mathcal{C}_i} \sum_{a \in \mathcal{F}_x} r(x, a) z(x, a)$$

s.t.

$$\sum_{x \in \mathcal{C}_i} \sum_{a \in \mathcal{F}_x} \left( \delta_{xy} - p_{xa} \right) z(x, a) = 0, \quad y \in \mathcal{C}_i,$$

$$\sum_{x \in \mathcal{C}_i} \sum_{a \in \mathcal{F}_x} z(x, a) = 1,$$

$$\sum_{x \in \mathcal{C}_i} \sum_{a \in \mathcal{F}_x} c(x, a) z(x, a) \leq \alpha,$$

$$z(x, a) \geq 0, \quad a \in \mathcal{F}_x, \; x \in \mathcal{C}_i.$$

The relationship between MDP-$i$ and LP-$i$ is expressed in the following,

**Lemma 3.** There exists a feasible policy $\text{MDP-} i$ if and only if $\text{LP-} i$ is feasible. If $\text{LP-} i$ is feasible, then for each $\epsilon > 0$ there exists a feasible stationary policy $\pi$, such that

$$\phi^*_i(\pi) = \phi^*_i(\pi) > t_i - \epsilon \quad \text{for all } x \in \mathcal{C}_i.$$

Moreover, the transition matrix $P(\pi)$ is unichain.

**Proof.** From Proposition 3 we know that MDP-$i$ is a communicating MDP. The result therefore follows from Theorem 2 of [12].
The following lemma links the original constrained optimization problem with MDP-\(i\). In words it says: given that the state process settles down in the strongly communicating class \(\mathbb{C}_i\), the average reward for a feasible policy cannot exceed \(t_i\). Since much of the proof is similar to the proof of Proposition 2 of [12] only an outline is given.

**Lemma 4.** Suppose \(u\) is feasible and \(P_u^\infty(X_n \in \mathbb{C}_i \ \text{a.a.}) > 0\). Then (i) LP-\(i\) is feasible, and (ii)

\[
P_u^\infty \left( \liminf \frac{1}{n} \sum_{m=1}^{n} r(X_m, A_m) \leq t_i \mid X_0 \in \mathbb{C}_i \ \text{a.a.} \right) = 1.
\]

**Proof:** Fix a feasible policy \(u\). The strong Law of Large Numbers for Martingale Differences (e.g., see [9]) implies that \(P_u^\infty\)-almost surely

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{m=1}^{n} \left[ 1(X_m = y) - \sum_{x, a} 1(X_{m-1} = x, A_{m-1} = a) p_{x,a} \right] = 0 \quad \text{for all } y \in \mathbb{S}.
\]

Let \(\Gamma\) be the set of sample paths \((x_1, a_1, x_2, a_2, \ldots) \in \Omega\) that satisfy

\[
a_n \in \mathbb{C}_i \quad \text{for all } n > N, \text{ for some positive integer } N,
\]

\[
\lim \frac{1}{n} \sum_{m=2}^{n} \left[ 1(x_m = y) - \sum_{x, a} 1(x_{m-1} = x, a_{m-1} = a) p_{x,a} \right] = 0, \quad \text{and}
\]

\[
\limsup \frac{1}{n} \sum_{m=1}^{n} c(x_m, a_m) \leq \alpha.
\]

Due to Proposition 2, (12) and the fact that \(u\) is feasible, we have

\[
P_u^\infty(\Gamma) = 1.
\]

It therefore suffices to show that LP-\(i\) is feasible and

\[
\{X_n \in \mathbb{C}_i \ \text{a.a.} \} \cap \Gamma \subseteq \left\{ \liminf \frac{1}{n} \sum_{m=1}^{n} r(X_m, A_m) \leq t_i \right\}.
\]

Let \((x_1, a_1, x_2, a_2, \ldots) \in \{X_n \in \mathbb{C}_i \ \text{a.a.} \} \cap \Gamma\) and define

\[
z_n(x, a) = \frac{1}{n} \sum_{m=1}^{n} 1(x_m = x, a_m = a).
\]

The proof is then completed by showing that any limit point \((z^*(x, a))\) of \(\{z_n(x, a)\}\), \(n = 1, 2, \ldots\) is a feasible solution for LP-\(i\) and that

\[
\sum_{x \in \mathbb{S}} \sum_{a \in \mathbb{A}_d} r(x, a) z^*(x, a) \leq t_i.
\]

4.2. The Intermediate MDP. Let

\[
G = \{i : \text{LP-}i \ \text{is feasible}\}.
\]
Over the original sample space, define for each policy \( u \) and \( M \leq 0 \) the following expected time-average reward

\[
\beta^M(u) = E^u \left[ \liminf_{n \to \infty} \frac{1}{n} \sum_{m=1}^{n} \sum_{i=1}^{l} t^M(i, X_m \in \xi_i) \right],
\]

where

\[
t^M(i) = \begin{cases} 
  t_i & \text{if } i \in G, \\
  M & \text{if } i \not\in G.
\end{cases}
\]

In this subsection we consider the unconstrained problem of maximizing \( \beta^M(u) \) over all policies \( u \) with \( M \) given and fixed. Intuitively, setting \( M \to 0 \) would discourage the state process from remaining in any of the strongly communicating classes for which \( LP-i \) (and hence \( MDP-i \)) is infeasible. Let \( \beta^M \) be the supremum of \( \beta^M(u) \) over the class of all policies. Clearly, \( \beta^M \) is nonincreasing as \( M \to -\infty \). Denote

\[
\beta = \lim_{M \to -\infty} \beta^M.
\]

From Proposition 2 and Lebesgue’s Dominated Convergence Theorem we have for all policies \( u \) and \( M \leq 0 \),

\[
(13) \quad \beta^M(u) = \sum_{i=1}^{l} t^M(i) P^*_u(X_n \in \xi_i \text{ a.a.}) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{l} \sum_{m=1}^{n} t^M(i, X_m \in \xi_i)
\]

Thus, the expected time average reward \( \beta^M(u) \) is equivalent to the more commonly studied time-average expected reward. It is well known that there exists a pure policy that maximizes the time average expected reward for any unconstrained MDP with finite state and action space [8]. Thus for each \( M \leq 0 \) there exists a pure policy \( g^M \) such that \( \beta^M(g^M) = \beta^M \).

In words the following lemma states that \( \phi^* \), the maximum average reward for the constrained optimization problem, is bounded by \( \beta \). Subsequently we shall show that this bound is tight. It also states that \( \beta \) can be determined by maximizing \( \beta^*(u) \) for a specific finite \( N \). Finally, it states that under the pure policy that maximizes \( \beta^*(u) \) the strongly communicating classes \( \xi_i, i \in G \), are transient.

**Lemma 5.** Suppose there exists a feasible policy. Then (i) \( \phi^* \leq \beta \); (ii) there exists an \( N \leq 0 \) such that \( \beta = \beta^N \); and (iii)

\[
P^*_g(X_n \in \xi_i \text{ a.a.}) = 0 \quad \text{for all } i \in G.
\]

**Proof.** (i) Let \( u \) be a feasible policy. From Lemma 4 (i) we have \( P^*_u(X_n \in \xi_i \text{ a.a.}) = 0 \) for \( i \not\in G \). This combined with (13) gives

\[
\beta^M(u) = \sum_{i \not\in G} t^M(i) P^*_u(X_n \in \xi_i \text{ a.a.}).
\]

From Proposition 2 and Lemma 4 (ii) we have

\[
\phi(u) = \sum_{i=1}^{l} E^u \left[ \liminf_{n \to \infty} \frac{1}{n} \sum_{m=1}^{n} r(X_m, A_m) | X_n \in \xi_i \text{ a.a.} \right] \mu^*_u(X_n \in \xi_i \text{ a.a.})
\]

\[
\leq \sum_{i \in G} t^M(i) P^*_u(X_n \in \xi_i \text{ a.a.}).
\]
Thus \( \phi(u) = \beta(u) \) for all feasible policies \( u \) and all \( M < 0 \), whence (i). Since the state and action spaces are finite, there exists a sequence \( (M_k) \) and an \( N < 0 \) such that \( \lim M_k = -\infty \) and \( g_i^{(k)} = g_i^{(N)} \) for all \( k \). Thus, by (13) we have

\[
\beta = \lim_{k \to \infty} \sum_{i=1}^{I_i} \beta_i^{(k)} \mathbb{P}_i(A_i \in \cdot | u_i, \text{a.a.}).
\]

This combined with the fact that \( \beta \) is finite establishes (ii) and (iii). 

Let

\[
H = \{ i \in G : \mathcal{C}_i \text{ contains a recurrent class under } g_i^{(N)} \}.
\]

Without loss of generality, we may assume that each \( \mathcal{C}_i, i \in H \), is closed under \( g_i^{(N)} \). (Otherwise, modify \( g_i^{(N)} \) so that \( g_i^{(N)}(x) \in \mathcal{C}_i \) for all \( x \in \mathcal{C}_i, i \in H \). Clearly the modified policy has the desired property, and it is not difficult to show that it continues to maximize \( \beta(u) \).

4.3. **Existence results.** Let \( \epsilon > 0 \). Construct a stationary policy \( f^* \) as follows.

1. Let \( G \) be the set of \( i \) such that \( \text{LP}_{f_i} \) is feasible. For each \( i \in G \) let \( f_i \) be the stationary policy for \( \text{MDP}_i \) as given in Lemma 3.
2. Let \( g_i^{(N)} \) be as in Lemma 5. Let \( H \) be the set of \( i \in G \) such that \( \mathcal{C}_i \) is closed under \( g_i^{(N)} \).
3. Define a stationary policy \( f^* \) as follows: when in state \( x \in \mathcal{C}_i \) with \( i \in H \), apply \( f_i \); otherwise apply \( g_i^{(N)} \).

**Theorem 1.** There exists a feasible policy if and only if \( \beta \) is finite. If \( \beta \) is finite, then the stationary policy \( f^* \) as constructed above is \( \epsilon \)-optimal.

**Proof.** From Lemma 5 (i) we know that if there exists a feasible policy then \( \beta \) is finite. Now suppose that \( \beta \) is finite. Since \( g_i^{(N)} \) does not have a recurrent class in any strongly communicating class \( \mathcal{C}_i, i \in G - H \), it follows from Lemma 5 (iii) that

\[
\lambda_i^N(X_i = \mathcal{C}_i, \text{a.a.}) = 0 \quad \text{for all } i \in H.
\]

Since \( f^* \) is identical to \( g_i^{(N)} \) outside of \( \bigcup_{i \in H} \mathcal{C}_i \), and since each \( \mathcal{C}_i, i \in H \), is closed under both \( f^* \) and \( g_i^{(N)} \), we have

\[
\lambda_i^N(X_i = \mathcal{C}_i, \text{a.a.}) = 0 \quad \text{for all } i = 1, \ldots, I.
\]

We now show that \( f^* \) is feasible. Since for each \( i \in H \), \( \mathbb{P}(f) \) is unique, there is a unique stationary distribution, \( \pi_i(x), x \in \mathcal{C}_i \), for the state process of \( \text{MDP}_i \). From (14)–(15) and the fact that \( f^* \) is identical to \( f_i \) over \( \mathcal{C}_i \) for each \( i \in H \) we have \( \lambda_i^{(N)} - \lambda_i^{(N)} \)-almost surely

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{n=1}^{n} c(X_n, A_n)
\]

\[
= \sum_{i \in H} \lambda_i^N(X_i = \mathcal{C}_i, \text{a.a.}) \sum_{x \in \mathcal{C}_i, a \in \mathcal{A}} \pi_i(x) f_i(x, a) c(x, a).
\]

But since \( f_i \) is feasible for \( \text{MDP}_i \) we also have

\[
\sum_{i \in \mathcal{C}_i, n \in \mathcal{A}} \pi_i(x) f_i(x, a) c(x, a) < \alpha.
\]

Combining (16) and (17) establishes the feasibility of \( f^* \).
We now show that $f^*$ is $\varepsilon$-optimal. Recall that $\phi(f_i)$ is the long-run average reward associated with $f_i$ for MDP-$i$. Using the same reasoning above, we obtain

$$
\phi(f^*) = \sum_{i \in H} P_i^\infty(X_n \in C_i; a.a.) \phi_i(f_i)
$$

\[\geq \sum_{i \in H} P_i^\infty(X_n \in C_i; a.a.)(t_i - \varepsilon).\]

(18)

where the last inequality follows from Lemma 3. Combining (15) and (18) gives

$$
\phi(f^*) \geq \sum_{i \in H} t_i P_i^\infty(X_n \in C_i; a.a.) - \varepsilon = \beta^N - \varepsilon.
$$

(19)

The proof is then completed by combining (19) with Lemma 5 (i) and (ii). \(\Box\)

We conclude this section with a condition for the existence of an optimal stationary policy. An MDP is said to be unichain if every stationary policy $f$ gives rise to a unichain transition matrix $P(f)$.

**Theorem 2.** Suppose that there exists a feasible policy and that MDP-$i$ is unichain for all $i \in H$. Then there exists an optimal stationary policy.

**Proof.** In this case for each $i \in H$ there exists an $f_i$ for MDP-$i$ that satisfies $\phi_i(f_i) = t_i$. The proof then mimics the proof of Theorem 1. \(\Box\)

5. **Computational considerations.** The arguments up to Theorem 1 also lead to a recipe for the construction of an $\varepsilon$-optimal policy.

1. Determine the strongly communicating classes $C_i$, $i = 1, \ldots, I$.
2. Determine $G$ the set of $i$ such that LP-$i$ is feasible. Determine $t_i$, the maximum long-run average reward for MDP-$i$, for $i \in G$.
3. For each $i \in G$ determine $f_i$, the stationary $\varepsilon$-optimal policy, for MDP-$i$.
4. Determine a penalty factor $N$ satisfying $\beta^N = \beta$.
5. Determine an optimal policy $g^*$ which maximizes $\beta^N(u)$.
6. Combine $g^*$ with $f_i$, $i \in H$ (as discussed at the beginning of §5) to obtain an $\varepsilon$-optimal stationary policy $f^*$.

Step 1 can be carried out in $O(|C||C|\alpha)$ worst case time with the algorithm outlined in §3. Step 2 involves solving $I$ LPs over reduced state and action spaces. Step 3 can be carried out by solving [G] parametric LPs; see [12].

Step 4 can be solved by choosing some $M = 0$, solving the corresponding intermediate problem, and then checking whether the recurrent classes associated with $g^M$ are in strongly communicating classes in $G$. If not, then multiply $M$ by 2 and repeat the procedure until a pure policy $g^M$ with the desired property is found.

For the remainder of this section we discuss how Step 5 can be solved more efficiently. In order to simplify the discussion we suppose that the following condition holds true.

**Condition 1.** LP-$i$ is feasible for all $i = 1, \ldots, I$.

Note that Condition 1 does not necessarily imply that all policies are feasible since there may exist both feasible and infeasible policies for any of the restricted MDPs. Also note that Condition 1 is trivially satisfied for the unconstrained problem.

Under Condition 1, Step 5 is equivalent to finding a pure policy that maximizes

$$
\beta(g) = \lim_{n \to \infty} \frac{1}{n} E_n^a \left[ \sum_{m=1}^{n} \sum_{i=1}^{I} t_i (X_m \in C_i) \right].
$$
over the class of pure policies. This is a standard unconstrained time-average MDP problem that can be solved by either policy improvement, successive approximations or linear programming. However, these classical techniques do not take into account the special structure of the problem. Since the reward is constant over each of the strongly communicating classes, a more computationally efficient approach would be to aggregate all the states within such a class and then solve a corresponding “aggregated MDP”.

Definition 3. The aggregated MDP is defined as follows:
(i) The state space is \( \mathcal{F} = \{1, 2, \ldots, I + J\} \), where \( J = |\mathcal{F}| \).
(ii) The state-dependent action spaces \( \mathcal{A}_i, i \in \mathcal{F}, \) are
\[
\mathcal{A}_i = \begin{cases}
\{\emptyset\} \cup \{(x, a) x \in \mathcal{X}_i, a \in \mathcal{A}_i\} & 1 \leq i \leq I, \\
\{\emptyset\} & I + 1 \leq i \leq I + J.
\end{cases}
\]
(iii) For \( i = 1, \ldots, I \), the law of motion is given by \( \bar{p}_{ii} := 1 \) and
\[
\tilde{p}_{ij} = \begin{cases}
\Sigma_{x \in \mathcal{X}, a \in \mathcal{A}_i} p_{ij}(x, a) & 1 \leq i < I, (x, a) \in \mathcal{A}_i, \\
p_{im} & I < i < I + J, (x, a) \in \mathcal{A}_i.
\end{cases}
\]
(iv) For \( i = I + 1, \ldots, I + J \), the law of motion is given by
\[
\tilde{p}_{ij} = \begin{cases}
\Sigma_{x \in \mathcal{X}, a \in \mathcal{A}_i} p_{ij}(x, a) & 1 \leq i < I, a \in \mathcal{A}_i, \\
p_{mi} & I < i < I + J, a \in \mathcal{A}_i.
\end{cases}
\]
(v) For \( i = 1, \ldots, I \), the reward in state \( i \) is \( r_i \); the rewards in states \( j = I + 1, \ldots, I + J \) are arbitrary.

Thus, in the aggregated MDP, there is one state corresponding to each strongly communicating class plus one state corresponding to each transient state in \( \mathcal{F} \). For each state \( i = 1, \ldots, I \), action \( \emptyset \) is available, which keeps the state process in the same state with probability 1. The actions of the form \((x, a)\) are also available for the aggregated MDP, which, in the intermediate MDP, correspond to a movement to state \( i \) and then a selection of action \( a \).

Let \( \tilde{g} \) be a pure policy that maximizes the long-run reward for the aggregated MDP. (Again, one of many classical algorithms can be employed to obtain \( \tilde{g} \).) Denote
\[
\tilde{H} = \{i \in \mathcal{F} : \tilde{g}(i) = \emptyset\}.
\]

Note that all states in \( \tilde{H} \) are absorbing under \( \tilde{g} \).

Now consider a pure policy \( g \) for the original problem with state space \( \mathcal{F} \) and action space \( \mathcal{A} \) defined as follows: (i) For \( x \in \mathcal{F}_i \) with \( \tilde{g}(i) = \emptyset \), let \( g(x) \) be equal to an arbitrary element in \( \mathcal{A}_i \). (ii) For \( x \in \mathcal{F}_i \) with \( \tilde{g}(i) = (w, a) \) let \( g \) be such that it drives the state process from \( x \) to \( w \) while remaining in \( \mathcal{F}_i \); once in state \( w \), it chooses action \( a \in \mathcal{A}_i \). (iii) For \( x \in \mathcal{F} \), \( g(x) = \tilde{g}(x) \).

By "driving" the process from state \( x \) to \( w \) we mean that \( g \) chooses actions that keep the state process in \( \mathcal{F}_i \) and which bring the state process to \( w \) in finite expected time. (This is possible since MDP-\( i \) is a communicating MDP.) We remark that these actions can be determined directly from the transition graph of the law of motion in \( O(\mathcal{G}_i) \) time by starting at \( w \) and moving outwards.
It is a straightforward exercise to show

Theorem 3. The pure policy $\pi$ constructed from an optimal pure policy for the aggregated MDP according to the above procedure is optimal for the intermediate MDP$^i$. Consequently, the stationary policy $\pi^*$ which applies $\pi$ over $G_i$, $i \in H$, and applies $\pi$ otherwise is $\epsilon$-optimal for the original constrained optimization problem.

We conclude by making the observation that the theory developed in this paper can also be employed to obtain an optimal pure policy for the classical unconstrained problem of maximizing the long-run average reward. In this case, an optimal pure policy $\pi$ can be found for each MDP$^i$, which, when combined with the optimal pure policy $\pi$ of the aggregated MDP, gives an optimal pure policy $\pi^*$ for the original (unconstrained) problem.

Acknowledgement. We would like to thank Ward Whitt and Martin L. Puterman for helping us improve the presentation of the paper.

References


